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X% 1. Simulation Parameters

Parameter Value Parameter Value
Noise power
# of Cells (K) 16 spectral —
pact [dbm/Hz]
density
Total
# of Beams 6 200 [MH
(M) bandwidth [MHz]
# of Channels (V) 4 # of episodes 10000
. . # of
Satellite altitude | 1200 [km] . . 200
iterations
Carrier frequency | 20 [GHz] | Learning rate 1073
Total transmit 200 Discount 0.95
power [Watt] factor '
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