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Parameters Values
Training Episode 4,000
Learning Rate 0.01
Data Size 5,000, 10,000, 20,000
Batch Size 64
3 L3y gEbrE
33 CPU RAM Storage
Server 6 Core 440 GHz 32GB 512GB
Client 1 4 Core 240 GHz 8GB 32GB
Client 2 4 Core 1.80 GHz 8GB 32GB
Client 3 4 Core 1.80 GHz 4GB 32GB
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