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LVLM B2 (%) A (%) A (%) A (%) | B3E (%)
Gemini-2.0-Flash 52.0 68.0 40.0 44.0 51.0
GPT40-mini 48.0 72.0 36.0 40.0 49.0
InternVL3-14B 48.0 68.0 40.0 36.0 48.0
Qwen2.5-VL-7B 52.0 64.0 40.0 40.0 49.0
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Method (%) A %) AE (%) AA (%) | BdE (%)
Default 52.0 68.0 40.0 44.0 51.0
CCoT 48.0 72.0 44.0 40.0 51.0
CoCoT 56.0 72.0 44.0 44.0 54.0

VSCoT (Qurs) 60.0 76.0 52.0 48.0 59.0
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