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요 약

본 논문은 Hailo-8 NPU에 최적화된 Transformer 모델을 통해 비디오 기반 긴급 상황 탐지의 실시간성과 효율성을 개선하였다.
제안된 모델은 PyTorch 구현 대비 유사한 정확도와 재현율을 유지하면서도 짧은 추론 시간 내에 엣지 디바이스에서 실행 가능하도록

설계되었으며, 비교적 우수한 성능을 보여 긴급 상황 감지의 신뢰성을 향상시켰다.

1. 서 론

최근 고령화된 사회, 재난 대응, 사회 및 산업현장 안전 등 다양한 응용

분야(예: CCTV 등)는 실시간성이 중요한 환경으로[1], 중앙 서버에 의존

하지 않고 현장에서 빠르게 판단 가능한 엣지 AI 기술의 중요성이 보다

강조되고 있다[2]. 한편, CNN, LSTM, Transformer 등의 모델을 단독 혹

은 결합하여 사용하는 사례가 우수한 성능을 보이며 주목받고 있으나
[3][4], 대부분 고성능 GPU 환경을 전제로 설계되어 있어 전력·연산 자원

이 제한된 엣지 디바이스에는 직접 적용하기 어려운 현실이다.

본 논문은 실제 배포를 위한 하드웨어 최적화에 초점을 맞춘 연구로, 현

재 자체적으로 연구 중에 있는 시공간 및 모션 특성 기반 처리모델

“MISAKA(Motion Inference with Spatio-temporal Attention for

Kinematics Analysis)” 네트워크 구조를 바탕으로 엣지 디바이스에서의

실행을 위해 구조를 단순화하였다.

2.1. 엣지 디바이스에서의 신경망 연산 처리

엣지디바이스는통상적으로 서버/하이엔드급 GPU에 비해 VRAM 용량

제한, 특정 명령어 및 동적 연산의 미지원, 파라미터 양자화를 통한 최적

화 요구, 전력 및 발열량 제한 등의 제약을 갖는다.

본 논문에서는 엣지 디바이스 중에서 비교적 널리 혼용되며, 저렴한

Hailo-8 NPU를 대상으로 선정하였다. Hailo-8 NPU는 최대 26TOPs의

성능을 발휘하며, 대부분의 CNN 관련연산자를 지원한다. 하지만 현재까

지도 복잡한 텐서 연산은 지원하지 않거나, 제한적으로만 지원하고 있

다.[5]

본 논문에서는 Hailo-8의 연산자 호환성 및 추론 파이프라인을 고려하

여, 미지원 연산자(예: Transpose, LayerNorm, Expand 등)를 제거하고

모든모듈을고정연산기반구조로재설계하였다. 이를 통해모델전체를

Hailo 상에서 컴파일 및 추론 가능한 형태로 최적화하고, 실제 엣지 디바

이스 환경에서 실시간 동작이 가능한 경량 구조를 구현하였다.

2.2. MISAKA-Network-H 모델 설계

MISAKA-Network-H는 실시간 영상 기반 긴급 탐지를 위해 설계된 시

공간 인식 파이프라인이다. 그림 1은 전체 모델 파이프라인 구조를 나타

낸다. 영상시퀀스     는 YOLOv11 기반백본을통해사
람객체의바운딩박스와특징벡터를추출하고, 크롭된사람이미지를시

계열에 따라 CNN 기반 모션인코더에주입한다. 모션 인코더가 시계열에

따른 움직임 정보를 요약하고, 이 정보는 앞서 추출된 YOLOv11의 특징

벡터와 게이트 방식으로 융합된다. 이후 4D 입력을 처리할 수 있도록 구

성된 Transformer 모델을 통해 최종적으로 시공간 패턴을 인식한다.

그림 1 MISAKA-Network-H 모델 전체 구조



3. MISAKA-Network-H 모델의 구현 및 변환

MISAKA-Network-H는 앞서 제시한 모델 구조에서 ConvLSTM,

LayerNorm, Transpose, Expand 등 Hailo-8 하드웨어가 지원하지 않거

나 변환 불가능한 구조의 연산자들을 제거하고, 단순 CNN 기반 시계열

요약 모델 및 BatchNorm 기반 트랜스포머 블록으로 대체함으로써 모든

연산자가 Hailo 변환에적합하도록 변형되었다. 보다 자세히는, 모션 인코

더는각 프레임에 대해 2-layer CNN과 FC Layer로 특징을 요약하며, 이

특징을 YOLO 모델에서 추출된 특징과 함께 게이트 방식으로 융합된 후,

4D 구조의 Transformer를 통해 시공간 특징을 인식하고 Sigmoid 기반

분류기를거쳐긴급여부를예측한다. 이 과정에서고차원텐서연산이필

요한 Motion Encoder 출력과 YOLO Feature Map의 Gated Fusion 처리

는 호스트 CPU에서 처리되도록 파이프라인을 구성하였다. 최종 출력은

GlobalAveragePooling 기반 분류기를 통해 영상 전체 프레임에 대한 긴

급 여부 확률로 예측한다.

4.1. MISAKA-Network-H 학습 및 실험 설계

MISAKA-Network-H의 성능 평가를 위해 총 여섯 개의 낙상 관련 데

이터셋 – 공개 데이터셋 5종(GMDCSA24, Le2i Fall, CAUCAFall,

Cutup and Detect, UR Fall Detection)[6][7][8][9][10]과 자체 제작 데이터셋

- 을 활용했다. 이 중 CCTV 환경과 유사한 데이터만 선별하여 5 FPS,

총 20프레임으로 표준화하고, YOLOv11로 인물 검출 후 112×112 크기로

크롭했다. 최종적으로 1,218개영상으로 학습, 405개로 검증, 191개로테스

트를 진행했다. 모델 학습은 BCEWithLogitsLoss와 AdamW를 사용했으

며, Hailo-8 SDK로 HEF 컴파일 후 추론 속도(FPS), 평균 지연시간(ms),

OPS를측정했다. 성능평가는 정확도, 정밀도, 재현율, F1 점수 등을기준

으로 하였으며, 전체 모델은 실제 Hailo-8 NPU를 탑재한 x86 시스템 상

에서 실시간으로 구동하였다.

4.2. MISAKA-Network-H 실험 결과

본 논문에서는 응급 상황 감지를 위한 딥러닝 모델의 성능을 평가하고,

임베디드 환경 배포를 위한 모델 최적화 효과를 분석하였다. 원본

PyTorch 모델과 Hailo 플랫폼으로 최적화된 모델의 성능을 비교한 결과

는 <표 1>과 같다.

변환된 모델은 보다 정제된 테스트셋을 사용하였음을 감안하더라도 전

반적인 정확도가 76%로 높았으며, 특히 재현율(Recall)이 78%인 점은 주

목할 만하다. F1 점수 역시 79% 수준으로, 정밀도와 재현율 간 더 나은

균형을달성했다. 이러한점에서본모델은응급상황감지시스템에서중

요한 실제 응급 상황의 누락을 최소화하는 데 기여한다.

최적화된 모델의 추론 성능 또한 주목할 만하다. 인코더 단계에서 0.021

초, 트랜스포머 단계에서 0.066초로 빠른 추론 시간을 보였으며, 전체 파

이프라인은 파일당 평균 4.55초의 처리 시간을 기록했다. 입력 영상 파일

을 비교적레이턴시가 높은 USB 드라이브에서 로드했음을 감안할때, 실

제로는더 빠른 처리 속도를 기대할수 있다. 이러한결과는 본연구가실

시간 응급 상황 모니터링 시스템에 적합한 수준의 성능을 달성했음을 나

타낸다.

5. 결론

본논문에서는 Hailo-8 NPU를활용한 경량 Transformer 모델을설계하

여영상 기반 긴급 상황 탐지의실시간성및 에너지효율성을개선하고자

하였다. 최적화된 모델은 경량화에도 불구하고 응급 상황 식별 능력이 유

지되었으며 파일당 평균 4.55초의 처리 시간을 기록하여 엣지 디바이스

상에서 실시간 응급 상황 모니터링 시스템에 적합한 수준의 성능을 달성

하였다.

향후연구에서는실제임베디드시스템에서의현장평가, 사례분석을통

한개선, 그리고양자화관련실험및 후처리기법에대한추가연구가필

요하다. 본 연구는 하드웨어 제약이 있는 환경에서 Transformer 기반 모

델의 실용성을 입증하며, 엣지 디바이스를 활용한 실시간 응급 상황 감지

시스템의 상용화 가능성을 높일 수 있을 것으로 기대된다.
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모델 Accuracy Precision Recall F1 Score Specificity

PyTorch 0.7481 0.7234 0.7312 0.7273 0.7626
Hailo 0.7644 0.8037 0.7818 0.7926 0.7407

표 1 PyTorch baseline 모델과 Hailo 변환 모델 성능 측정표

*PyTorch 모델의 Specificity는 혼동 행렬 [[167 52] [50 136]]에서 계산됨

**Hailo 모델의 Specificity는 혼동 행렬 [[60, 21], [24, 86]]에서 계산됨


