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요 약

본 연구는 흉부 X-ray 영상 기반의 폐질환 진단을 보다 정확하고 설명 가능한 의료 보조 시스템으로, Med-LVLMs 기반 멀티모달
RAG(Retrieval-Augmented Generation) 시스템을 제안한다. 영상 기반 진단에 의미 기반 검색과 응답 생성을 결합함으로써, 의료 전문가의 진단을
보완하고 설명 가능한 AI 기반 의료 지원 시스템의 가능성을 제시하고자 한다. 이를 위해 LLaVA-Med 1.5 모델과 CLIP 기반 Vector DB 검색을
연계하고, MIMIC-CXR 데이터셋을 활용하여 파인튜닝 및 VQA 성능평가를 수행하였다. VQA 성능 평가 결과 RAG를 적용한 4 Epoch 모델은

BLEU는 0.0909, ROUGE-L은 0.2548, BERTScore-F1은 0.3954로 기존 모델 대비 유의미한 성능 향상을 보였다. 특히 1∼3 Epoch 구간에서도
높은 문장 정확도와 구조적 일관성을 확보하였으며, RAG 적용 시 외부 지식 기반 검색을 통해 응답 생성 품질이 더욱 향상됨을 확인할 수 있었다. 

이는 의료 영역에서 설명 가능한 질의응답 시스템으로의 확장 가능성을 시사하며, 영상·텍스트 통합형 AI의 실질적 임상 활용 가능성을 보여주었고, 

이를 통해 의료 인력이 부족한 환경에서도 임상적 의사결정을 지원할 수 있는 실용적인 진단 보조 도구로서의 활용 가능성을 확인하고, 벡터 기반
지식 검색과 응답 생성을 통합한 RAG 시스템이 의료 영상 기반의 다양한 응용 연구와 실증 사례에 폭넓게 활용될 수 있을 것으로 기대된다.

           
 

Ⅰ. 서 론

1, 연구배경 및 필요성

  기존 흉부 X-ray를 이용한 폐질환 진단은 의료진의 경험과 숙련도에 크

게의존하고있다. 이러한문제를해결하기 위해딥러닝기술을활용한폐

질환진단 보조 기술이 연구가되어왔다. 그러나 CNN 기반접근법은 (정
다현, 2023)[1]과 같이 영상에서 병변을 이진 또는 다중 클래스 분류만

수행할 뿐, 판독의 근거를 설명하지 못하는 ‘블랙박스(Black Box)’ 문제

가 존재하였다. 이러한 문제점을 해결하기 위해, 최근에는 이미지와 텍스
트를 동시에 이해할 수 있는 LMM 기반의 Med-LVLMs(Medical Large 

Vision Language Models) 연구가 활발하게 진행되고 있다. 그리고

Med-LVLMs의 RAG 시스템을 결합하여 외부 지식 베이스에서 유사한
병변사례를검색할수있는진단보조시스템설계방안도제안되고있다

[2]. 이에 본연구에서는 Med-LVLMs와 RAG가 결합된 흉부 X-ray 진

단보조 시스템구현을목표로 LLaVA-Med 모델에 MIMIC-CXR 데이터
셋을 LoRA 방식으로 Fine-Tuning을 수행하였다. 그리고 CLIP 모델을

활용하여 흉부 X-ray 이미지와 판독 보고서를 벡터화하여 Qdrant 

Vector DB에 저장하고, LangChain을 통해 질의 시 유사 사례를 검색하
고 이를 LMM 입력에 통합함으로써 의미 정합성 높은 진단 응답을 생성

할 수 RAG 파이프라인을 구성하였다. 이를 통해 단순 분류를 넘어, 병변

유사도 기반 질의응답과 자동 보고서 생성 등다양한 임상적활용가능성
을 제시한다.

Ⅱ. 실험

1, RAG 시스템 개요

  본 연구에서는 흉부 X-ray 영상과 진단 텍스트를 기반으로 유사도 검색
및 응답 생성을수행할 수있는 Med-LVLMs와 RAG를 결합한시스템을

설계하였다. [그림 1]은 제안된 시스템의 전체 구조를 나타낸다. 본 시스

템은 Retrieval Phase와 Generation Phase의 두 단계로 구성되며, 

Med-LVLMs 계열 모델인 LLaVA-Med 1.5[3]를 중심으로 구현하고자

하였다.

 Retrieval Phase에서는 CLIP 모델을 통해 의료 영상과 진단 보고서를

동일한 임베딩 공간에 매핑하여 Vector DB에 저장한다. 이후 사용자가

입력한 흉부 X-ray 영상도 CLIP 모델을 통해 벡터화되어 Vector DB에
서의미적으로유사한 Top-K 영상및보고서가검색되고이과정을통해

질의 영상과 임상적으로 유사한 사례들을 효과적으로 수집할 수 있다.

 Generation Phase에서는 검색된 Top-K 문서를 원 질문 및 영상과 함
께 통합하여 Prompt를 구성하고, 이를 기반으로 LLaVA-Med 1.5에 입

력하여 최종 진단 응답을 생성한다. 이와 같은 문서 기반 증강

(Augmentation) 기법은 단순 이미지 분석을 넘어서, 외부 지식과 유사
사례에 기반한 설명 가능한 응답 생성을 가능하게 한다. 

그림 1. 흉부 X-ray 기반 LMM 멀티모달 RAG 시스템 아키텍처



2, 실험 환경 및 데이터셋

  본실험은고성능연산 자원이요구되는멀티모달학습을위해 NVIDIA 

H100 SXM (80GB) GPU를활용하였으며, Python 3.10.12 및 PyTorch 

2.6.0+cu118 환경에서 진행되었다. RAG 시스템 구현에는 Qdrant 벡터

데이터베이스와 Langchain 프레임워크를 사용하여 검색 기반 증강 모듈

을 구성하였다.

 LMM에서 흉부 X-ray에 대한 전문적인 진단 답변을 생성하기 위해

MIMIC-CXR[4] 데이터를 학습 데이터셋으로 활용하였다. MIMIC-CXR

은미국 MIT와 BIDMC가공동구축한대규모공개흉부 X-ray 데이터셋

으로, 총 65,379명의 환자에 대한 377,110장의 흉부 X-ray 이미지와

227,835건의 방사선 판독보고서를 포함하고 있다. 또한, 모델 학습효율

성과 멀티모달 입력 구성을 위해 DICOM 영상을 JPEG로 변환한

MIMIC-CXR-JPG[5]와, 판독 보고서를 기반으로 GPT-4로 생성한 질

의응답 형식의 JSON 데이터를 포함하는 LLaVA-Rad MIMIC-CXR 

Annotation 데이터셋을 함께 활용하였다.

3, 실험 및 결과분석

 LLaVA-Med 1.5 모델은 Epoch 수에 따라 1부터 4까지의 단계로

Fine-Tuning을수행하였다. 이후, 4 Epoch까지 학습된 모델을 대상으로

RAG 기법을 적용하여 검색 기반 증강 시스템을 구성하였다. RAG 시스

템은 다음의 절차로 구성된다

 ① Vectorization : 사용자의 흉부 X-ray 질의 이미지를 CLIP 모델을

이용해 벡터화한다.

 ② 유사도검색 : 벡터화된쿼리를기반으로 Vector DB에서의미적으로

유사한 Top-K 진단 보고서를 검색한다.

 ③ 프롬프트 증강 : 검색된 문서를 기존 질의와 함께 프롬프트에 통합

(Augmentation)하여 LLaVA-Med 1.5에 입력한다.

 ④ 응답 생성 : 최종적으로 Med-LVLM이 문맥 보강된 프롬프트를 바

탕으로 진단 응답을 생성한다.

 실험은 MIMIC-CXR 데이터셋을 1에서 4 Epoch 까지 Fine-Tuning 진

행한 모델을 기준으로 VQA 성능 평가를 진행하였다. VQA 성능 평가는

BLEU, ROUGE-L, BERTScore_F1 세 가지 정량 지표를 활용하였다. 

BLEU는 문장 단위 정확도, ROUGE-L은 문장의 구조적 유사성, 

BERTScore_F1은 의미적 일치도를 각각 측정한다. [표 1]의 Epoch 별

실험 결과, 1 Epoch에서 BLEU, ROUGE-L이 각 0.0456와 0.2468으로

높은 성능을 보였으며, 문장의 유사도를 기반으로 평가하는

BERTScore_F1에서는 3 Epoch 한 모델이 0.1230으로 제일 높은 성능

을 보였다. 그리고 RAG 시스템 성능 평가를 위해서 4 Epoch 모델에

RAG를 적용한 결과는 BLEU, ROUGE-L, BERTScore_F1가 각각

0.0909, 0.2548, 0.3954를 기록하였다.

표 1. 1∼4 Epoch + RAG VQA 성능 평가 결과

 Fine-Tuning 초기인 1∼3 Epoch 구간에서 세 지표 모두 상대적으로

높은 성능을 기록하였으나, 학습이 계속될수록 성능이 감소하는 경향을

보였다. 이는 과도한 학습으로 인한 일반화 성능 저하와 문장 구조 및 의

미 보존 능력 저하를 시사한다.

 또한, 4 Epoch 모델에 RAG 시스템을 적용한 경우 RAG 적용 전 대비

성능이 향상되는것을확인할수있었다. 이는의료영상기반질의응답의

성능을 높이기 위해 RAG를 통한 외부 지식 기반 검색을 통한 응답 생성

데이터 품질을 실질적으로 높일 수 있음을 확인할 수 있었으며, LMM 기

반의학습모델 개선에도도움이될것으로여겨진다. 이를통해도메인에

특화된데이터셋을기반으로 사전학습및파인튜닝을진행하여 높은수준

의 신뢰성과 정확도를 확보하는데 기여할 것으로 여겨진다.

Ⅱ. 결론

 본 연구는 흉부 X-ray 영상 기반의 진단 질문에 대해 의미 기반 검색과

설명형 응답 생성을 통합한 Med-LVLMs 기반 멀티모달 RAG 시스템을

제안하고, 특히 CLIP 기반 Vector DB 검색과 LLaVA-Med 1.5 모델의

Fine-Tuning을 결합하여, 단순 분류를 넘어 실제 임상에서 활용 가능한

질의응답 시스템으로 확장 가능성을 보였다. 

 MIMIC-CXR 데이터셋을활용하여 성능평가를진행한결과, RAG 시스

템을 적용한 4 Epoch 모델에서 BLEU는 0.0909, ROUGE-L은 0.2548

을 나타냈고 BERTScore-F1은 0.3954 의 성능을 보이면서 기존 모델

대비 의미 있는 성능 향상을 기록하였다.

 본 연구는 의료 영상 질의응답(VQA)을 위해 RAG 기반의 지식 검색과

생성 통합 구조를 제안하였다. 이러한 구조는 향후 의료뿐 아니라, 법률, 

금융등설명가능성과고신뢰성을요구하는도메인특화 LLM 응용분야

에서 핵심 기술로 작용할 수 있을 것이다. 특히 RAG 기반 LMM 구조는

정보 접근성을 높이고, 응급 상황 대응, 의료 인력 부족 지역 지원, 진료

정보 표준화 등 다양한 실무 환경에서의 적용 가능성을확인하였다. 영상

기반 데이터와 자연어 질의 간의 의미 정합성 향상을 통해 환자 중심의

디지털 헬스케어 구현에도 기여할 수 있으며, 이는 인공지능이 단순 보조

수준을 넘어 설명 가능성과 정확성을 갖춘 의사결정 지원 시스템으로 발

전할 수 있음을 시사한다.
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Epoch + 

RAG
BLEU ROUGE-L BERTScore_F1

1 Epoch 0.0456 0.2468 0.1182

2 Epoch 0.0371 0.2277 0.1130

3 Epoch 0.0352 0.2369 0.1230

4 Epoch 0.0309 0.2229 0.0654

4 Epoch

+ RAG
0.0909 0.2548 0.3954


