SPFHP ¢318Z&%< 7|¥te 2 3 GPU A &8 A3 vl A

ip1925@kookmin.ac.kr, *1104py@kookmin.ac.kr

Research on how to optimize GPU resource utilization based on SPFHP algorithm

Seung-Bum Jeong, Soo-Yeon Yoon*
Kookmin Univ., *Kookmin Univ.

2

Q
a

A= GPU Y9 E82E FUgstn YAz ko FA43 29 EujE A 3sl7] $3l, SPFHP(Shortest Pack First
53 7]

with High Priority) oLia]% 7]4ke] v Xl 7S At Z&E} 719 w7 7|HELS Holy e ddo] 29SS w3
710, B4 GPU | AZFTH LS Bujsts= EAS oFr|afgkth. SPFHP &= Zo| X 7]1&%& S| AEaY AP SM4
A 7k 23 Age Fa), mdd dFE = tﬂ OlHE HolE d U3 UPE%E}. gl = «l?fL 2 BHE FHA

s}a}7] %’4511 e A

s 2 HE= = A 7t whEddt A 23k SPFHP = s 3 WUEF iR
of mlaf °F 1Lewjel & &

6 U
P mSASH. GPU LA A8 RA 8 KA AATE A

d

LA g 54 WA delee) S4% A9 4Rl g A
g = s = 718 FdstAl 2dste 71 olt). V|Ede EEe
Ry et A gl g P IR A M)

o e delulee] FA 2712 s olel@ Ao WA o

N dele wEa| oa s A - #A3 Qh gtz fAbg Zolel HolEE FHol

e A e ofe] Mol Hes AR ANF el AH

gl %Bl A R P Sk WASE Aol Tl FyAaL @A

GPU E‘fﬂ'zﬁ—e‘ THTA HEA Ei{?i‘l Al & E} | meld gEs A8 Aeswdn abel )

W Qe A% guleA GHaele]l WAs) A9e ) e sl e e i

Wste EA7L A, Tt el w

F o= QA o] RdS Ao R wix W 4
ARG H= §lo] &S S}

It

olo] B AT SPFHP <uel&d &) Wik wixE

1‘
o
o

ll
02(:4"
iy
=
o
]
[o]

Zoal, Heopy] ATAN= 2AG dof 229 2l = 7ol AE A1) &0 FF wjA e 5
gty SACA B AR BAE Hadlee . io]h E] ﬁﬂtﬂ g LO] - Aes xﬂLﬂ;H
WA Abel Al @k o % RTX 3090 24GB GPU 4 e e = e me
23} DeepSpeed ZeRO3 & @83+ 4 st sk o) A e orE flmee oM M
Gemma2-2B RH& a4 HATstaz vy A
SuEE7t 16 AR SR7t A=A 3. SPFHP 7|2 &3 ¥z 47
oA E GPU A9 &8 a&S Fugsy)
2. ¥4 A+ s Pytorch ¢ Dataloader w2 Sampler ¢}
- = AEe wAS gl o
2.1 SPFHP ¢29% 71e e T e g sler ©
A2z 7L frAbgE dole] dHolE 2 mAE T4 Collator = A ®= dolgE nwl e &2lo] oA =
3 AREE A=) Fs Fole HHsS 7ot Halu WIes 75S 9gdit B AA e
B Aed AFER SAHM, o= AW A48 dF Sampler o SPFHP ¢ag]&g 2 g3ke] Alf2 Zol
of ARs = wER geldn. 53] SPFHP ¢ »ﬂﬂx of e BFIF Ad BulE Hxs}sla, Collator o
< #-&4<l LPT(Longest Processing Time)[4] 7|4k - flash-attention o 233 sg wrak wx WS %
g Eat vas) 349 = des Holn, SPFHP A3 = glo] shge] ThsEtE= t;,El:},
= 99.323%°] 4EFES 71F% WY LPT = 99.321%
g 248 mAskARE $-3 AdE Bl ol
=2 YEEN tEo] me Ay £=F zkE SPFHP 3.1 &3 Wz 7=
dugFe B A Al JH7] ZIMez Aegd B oo A|fse] o] BYE sAEIW HEn
=-[2] gk ol@ A3t EaAw Radel w3
2.2 T4 WA & &8¢ d= H23 = A ow vee g849 3 ALFS Al #F



ol
&
>
,411
)
5
2
M
1:
o
2
Hﬂ_t
K

N RO N o

P = {(pv p2, - :Pk)|z

j=1

71 Liax © SFH2 Hﬂﬂoﬂ Aq=5 7h
A2 Zololu], K= shite] Mol =
AE SF eulath. SPRHP 7}3% =

A AR 0] GOl Lyg®l THFAME o]

g 2Fe $AFo Adste] WA T FU3

@k olsh g AL 213

Al Y delel A A9 BEE BAE avd

OE A ]?11:]—_ 7o) drmHE AP~ o

21

oo

s

e = JJJ} AT AT = Q) o] E WIAF
71 8 B = dAe 29 1
=A<l attention mask ¢} position ids & T4 3},
attention mask & A HAE G A|E= YHF =0t
A|8+&}aL, position ids & ZF AlE29 A 9 A
HE Sg4o=r fAslo], Rdo] ol&& shtel 11
Al 27) obd i AJF AR QA5 ESE fEs

olglgt A HAHE T3 SPFHP — Al 379
a8 g5 AYg=E Ao wWHA7IE ALA9
7o 715st, 53] Ado] Az eh go] AlEx
719ke] Q1= dlolH 7} =& o]F = Ao gds A
TS Holt),

tmput 1as [ ..
m L]

I |

Attention D D.D
Mask |:| I:‘.-
.

L DU

Position
Ids

GIDDEDD-

a8 1. 2x 29 UAE 93
attention mask ¢} position ids

4. A% 45 2 F5 B}

B odqte] 23e RTX 3090 24GB GPU 4
DeepSpeed ZeRO3 & &-83F B4l st 34 A
FHRomw, Ad A mde Gemma2-2B o|th.
do]E+= OpenOrca HoJEAANAM ZF 4,177,316
AHEEE o, A dolEHE 1 epoch &<t FHAl7
4 A0 E AE VEoeR dugFe a8A4S
A o=

O o N o
00 o oy o

jx] =271 OOM O] dHAlSkA] e Hulgtez AF
3l GPU W=g A4 9&{451 g8l s 4
gom RHE AFHS bf16 37 o A flash-attention <

Agd APt s F 7HA 2040 giE) o] F
Pk AHA= s & Wk e gg35 4
- g wjxe]l ©s) SPFHP <&
sampler | &3 Z 9t} SPFHP ¢ard]Eol A2
A o] L. 2024, 3huhe] siFo] £
T AE FU AE: K 2002 AA

2

:{o

e B o

3 St Az H|x] =27]
& wkak
WA e 170:22:06 6
SPFHP + & —
l:lo]—ﬁ(}; HH;‘(] ;ﬂ_%_ 106:13:39 2

5. 48 % AAH

A3 Az & w3k vl g ALsk A Ax| S5
= 9 70 AlZE 22 #0] AQFHNoH, 1oca1 batch size
= 6 o2 AAHAT. vH, SPFHP ¢id+S
@%?‘l Afoe g5 Algre] 106 Azt 13 #o2 5
1L, o] local batch size & 2 2 AAHAL}E. F
A =1 % s AR Hlal A SPFHP ouEE
Ag A ok L6ul9) S Sm e S1go,

ol ATE FI EAEE A HAstE A
o] EAE GaHoR sfasts wWeks AA g &
3 AAx dolE s|l2EaW HA3 EAZ Y6 &
o £AE HAspeks SPFHP darg 53 3 e
A A A, 71 gAdE A S5 1.6 W
A 5 A ol g FFEs g dary
Z WAtow 88 A4 5&*&*]@ T A& et
W, 533 29 Jlolx= AN HA A& F A
epach

[1] Kundu, A., Lee, R. D., Wynter, L., Ganti, R. K., & Mishra,
M. (2024). Enhancing training efficiency using packing
with flash attention. arXiv preprint arXiv:2407.09105.

[2] Krell, M. M., Kosec, M., Perez, S. P., & Fitzgibbon, A.
(2021). Efficient sequence packing without cross-
contamination: Accelerating large language models

without impacting performance. arXiv  preprint
arXiv:2107.02027.

[3] Pouransari, H., Li, C. L., Chang, J. H., Anasosalu Vasu,
P. K., Koc, C., Shankar, V., & Tuzel, O. (2024). Dataset
decomposition: Faster 1llm training with variable
sequence length curriculum. Advances in Neural
Information Processing Systems, 37, 36121-36147.

[4] Imoneoi. (2023). multipack_sampler [Computer
software]. GitHub.
https://github.com/imoneoi/multipack_sampler



https://github.com/imoneoi/multipack_sampler

