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II. Method
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II. Experiments
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II. Conclusion

E EwdAE AAY 2 EZ SEaA FUIEE 7 E
o] WAIA o2 wdstr] 93k GATSBY Zdd9aE
Alet3 Al GATSBY += attention AlAFo] seasonality

o=M, F714 AZF HEE neg AR
Aol 7hsetH, AAl o5 A FFORE oo S

A9e Ba FAsth B ATE FF HEA P
5

J¥lo] Q3% t}A3 temporal graph F41 F A9
ZaA g8E 4 As Aoz JgErt).

ACKNOWLEDGMENT

2021-11211343,AFA 5 gt A A (A& vl ghar) ]
REFERENCES

[1] Seo, Y., Defferrard, M., Vandergheynst, P., & Bresson,
X. (2016). Structured Sequence Modeling with Graph
Convolutional Recurrent Networks. arXiv

[2] Jung, J., Jung, J., & Kang, U. (2021). Learning to Walk
across Time for Interpretable Temporal Knowledge
Graph Completion. KDD.

[3] Vaswani, A., et al. (2017). Attention is All You Need.
NeurIPS.



