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Abstract 

 

시계열 그래프 학습(Temporal Graph Learning)에서 주기성(seasonality) 정보를 어떻게 효과적으로 반영할 수 있을까? 

이 질문은 시계열 그래프 내에서 반복적으로 발생하는 패턴을 정확히 포착하여 예측 성능을 향상시키는 데 핵심적인 

질문이다. 그러나 기존의 대표적 접근 방식인 Graph Convolutional Recurrent Network (GCRN)[1]은 시간적 연속성을 

모델링하는 데에는 효과적이나, 주기적 시간 패턴을 명시적으로 반영하지 못하는 한계를 지닌다. 

본 논문에서는 이러한 한계를 극복하기 위해 GATSBY(Graph Attention with Seasonality and Behavioral Yield)를 

제안한다. GATSBY 는 기존 GCRN 의 LSTM 을 Attention LSTM 으로 대체하고, attention 계산 과정에 seasonality 

term 을 가중합 형태로 통합함으로써 시점 간의 주기적 유사성을 반영할 수 있도록 한다.  

실험 결과, GATSBY 는 주기성이 존재하는 시계열 그래프 데이터셋에서 기존 GCRN 대비 일관된 성능 향상을 보였으며, 

이는 주기성을 내재화한 attention 구조가 시계열 그래프의 시간 문맥을 보다 정밀하게 반영할 수 있음을 시사한다. 

 

 

Ⅰ. Introduction 

시계열 그래프 학습에서 주기성을 어떻게 효과적으로 

모델링할 수 있을까? 

이 질문은 시간에 따라 동적으로 변화하는 노드 및 엣지 

간의 관계를 정확하게 학습하고자 하는 최근의 연구 

흐름에서 중요한 이슈로 떠오르고 있다. 시계열 그래프는 

구조적 변화와 시간 흐름을 동시에 고려해야 하며, 특히 

실제 데이터에는 특정 주기로 반복되는 상호작용 패턴이 

자주 나타난다. 예를 들어 현실 세계의 시계열 그래프는 

일일 교통량이나 주간 행동과 같은 주기적인 상호작용 

패턴을 자주 포함한다. 

기존의 temporal graph learning 접근법, 예컨대 

GCRN[1], TGAP[2] 등은 순차적 정보는 잘 반영하지만, 

주기적 패턴은 학습 구조 내에 명시적으로 반영되어 

있지 않다. 이로 인해, 주기성이 중요한 역할을 하는 

도메인에서는 모델 성능에 제약이 발생할 수 있다. 

이에 본 논문에서는 주기성을 내재화한 attention 기반 

시계열 모델인 GATSBY 프레임워크를 제안한다. 

GATSBY 는 attention 계산 과정에 주기성 정보를 

포함시켜, 동일한 시간 간격이라 하더라도 그 의미가 

관계의 반복성에 따라 다르게 해석되도록 유도한다. 본 

연구는 다음 세 가지 질문에 답하고자 한다: 

1. 시계열 그래프에서 주기성을 구조적으로 반영할 

수 있는가? 

2. attention 기반 구조 내에서 seasonality 정보를 

효과적으로 통합할 수 있는가? 

3. 주기성 반영이 실제 예측 성능 향상으로 

이어지는가? 
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Ⅱ. Method 

GATSBY 는 GCRN 의 구조를 기반으로 하되, 시간 

정보를 처리하는 recurrent unit 을 Attention LSTM 으로 

대체한다. 그리고 attention 연산 내에 seasonality 

정보를 반영한 term 을 포함시켜 시점 간 유사성을 

주기성 기반으로 재조정한다. 결과적으로, 동일한 시간 

차이를 가진 노드 간 상호작용이라 하더라도, 주기적 

맥락에 따라 서로 다른 attention score 가 할당된다. 

기존 attention[3]은 query-key 내적에 softmax 를 

적용한 형태로 계산되지만, GATSBY 에서는 여기에 

seasonality term 을 추가한다: 

𝑎𝑡,𝑖 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝑞𝑡
⊺𝑘𝑖

√𝑑𝑘
+ 𝜆 ∙ 𝑠𝑡,𝑖) 

여기서 𝑞𝑡, 𝑘𝑖는 t 시점의 query 와 이웃 i 의 키, 𝑠𝑡,𝑖는 

시점간 주기적 유사성을 계산한 seasonality term, 𝜆는 

조절 계수이다. 

GATSBY 는 attention 계산 시 시점 간 주기적 유사성을 

반영하기 위해 Fourier 변환 기반의 seasonality term 을 

도입한다. 입력 행렬 𝐹 ∈ ℝ𝑁×𝑇의 시간 축에 대해 FFT 를 

수행한 뒤, 상위 K개의 dominant frequency 를 선택하여 

각 주기를 𝑃𝑘로 추정한다. 이후 각 시점 쌍 (𝑡, 𝑖)에 대해 

𝑠𝑡,𝑖 = ∑ cos⁡(
2𝜋(𝑡−𝑖)

𝑃𝑘
)𝐾

𝑘=1 로 정의된 주기 유사도를 계산하고, 

attention score 에 가중합 형태로 추가한다. 이를 통해 

모델은 반복되는 시간 구조를 반영한 attention을 학습할 

수 있다. 

 

Ⅲ. Experiments 

실험에는 도시 교통량의 시간적 패턴을 담고 있는 

METR-LA 시계열 데이터셋을 사용하였다. 각 교통 

센서는 그래프의 노드로 간주되며, 센서 간 도로 연결 

정보를 바탕으로 그래프 구조를 구성하였다. 시간에 따른 

각 노드의 연속 관측값을 시계열 입력으로 활용하고, 

이를 기반으로 다음 시점의 노드 값을 예측하는 

temporal graph forecasting 문제로 정식화하였다. 

비교 대상 모델로는 기존의 GCRN 을 선정하였다. 

 GCRN 은 그래프 구조를 갖는 시계열 데이터를 

처리하기 위한 대표적인 베이스라인 모델로, 

시점마다 노드 간의 spatial dependency 를 GCN(Graph 

Convolutional Network)을 통해 학습하고, 시간 축의 

dependency 는 LSTM 구조를 통해 처리한다. 

 모델 성능 평가는 MAE (Mean Absolute Error) 및 

RMSE 를 기준으로 수행하였다. 

Data Methods MAE RMSE 

METR-LA GCRN 12.415 17.692 

GATSBY(ours) 8.528 13.561 

실험 결과, GATSBY 는 baseline 모델들에 비해 모든 

지표에서 우수한 성능을 나타냈으며, 특히 주기적 구조가 

뚜렷한 구간에서 더 큰 성능 차이를 보였다. 이는 

seasonality-aware attention 구조가 시계열 그래프 내 

시간 문맥을 보다 정밀하게 해석함을 의미한다. 

 

Ⅲ. Conclusion 

본 논문에서는 시계열 그래프 학습에서 주기성을 구조 

내에 명시적으로 반영하기 위한 GATSBY 프레임워크를 

제안하였다. GATSBY 는 attention 계산에 seasonality 

term 을 통합함으로써, 주기적 시간 패턴을 고려한 정보 

선택이 가능하며, 실제 예측 성능 향상으로 이어짐을 

실험을 통해 확인하였다. 본 연구는 향후 반복적 행동 

패턴이 중요한 다양한 temporal graph 분석 문제에 

폭넓게 활용될 수 있을 것으로 기대된다.  
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