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요 약  

 
본 논문에서는 희소뷰 CT 영상에서 발생하는 선형 아티팩트 문제를 해결하기 위해 교차 도메인 기반의 딥러닝 구조인 

P2I-Net 을 제안한다. 본 구조는 투영 도메인 인코더와 영상 도메인 디코더를 CT 물리 모델 기반의 전이 

연산자(Radon 역변환)로 연결하여, 기존 이중 도메인 네트워크의 구조적 중복을 제거하고 연산 효율을 향상시킨다. 

실험 결과, 제안된 P2I-Net 은 기존 단일 및 이중 도메인 네트워크 대비 적은 파라미터 수로도 우수한 복원 성능을 

달성하였으며, 희소뷰 상황에서도 구조 보존 및 아티팩트 제거에 효과적임을 확인하였다. 

 

Ⅰ. 서 론  

X 선 단층촬영(CT)은 정밀한 진단 영상 제공이 가능하지

만, 방사선 노출이 수반된다는 문제로 인해 저피폭 기술

의 필요성이 증가하고 있다. 이에 따라 투사 수를 줄여 

피폭을 줄이는 희소뷰 CT 가 주목받고 있다. 하지만 투

사 수가 부족할 경우 영상 재구성 시 선형 아티팩트

(streaking artifact)가 심각하게 발생한다[1]. 

기존에는 이미지 또는 투영 도메인에서 각각 딥러닝 모

델을 적용하는 단일 도메인 접근법이 주로 사용되었으며, 

이후 두 도메인을 순차적으로 연결한 이중 도메인 구조

가 제안되어 성능 향상을 이루었다[2][4][5]. 그러나 이

중 도메인 구조는 인코더-디코더 구조의 중복 사용으로 

인해 학습 파라미터가 두 배로 증가하고 연산 비용이 높

아지는 단점이 있다.  

이를 해결하기 위해, 본 논문에서는 CT 의 물리적 특성

을 활용하여 투영 도메인 인코더와 영상 도메인 디코더

를 직접 연결하는 교차 도메인 네트워크(P2I-Net)를 제

안한다[4]. 

 
Figure 1. (a) 완전 투영 영상  

(b) 불완전한 투영 영상에 의해 복원된 영상 

 

Ⅱ. Projection-to-Image Network (P2I-Net) 구조 

본 논문에서 제안하는 P2I-Net(Projection-to-Image 

Network)은 투영 도메인과 영상 도메인 사이의 물리적 

연산 관계를 기반으로 한 교차 도메인 딥러닝 구조로, 기

존 단일 도메인 및 이중 도메인 네트워크의 단점을 보완

한다. 

기존의 단일 도메인 네트워크(uni-domain DL)는 투영 

도메인(P2P) 또는 영상 도메인(I2I) 중 한쪽에서만 학습

이 이루어져 도메인 간 정보 손실이 발생할 수 있으며, 

이중 도메인 네트워크(dual-domain DL)는 두 도메인을 

순차적으로 처리하면서 인코더-디코더 구조가 중복되어 

학습 파라미터와 연산량이 증가하는 한계가 존재한다. 

이에 반해, P2I-Net 은 하나의 인코더와 하나의 디코더만

을 사용하면서도 도메인 간 연속성을 유지하며, 효율적으

로 복원 성능을 향상시킨다. 

제안된 P2I-Net 은 다음과 같은 구조로 구성된다. 

• 투영 도메인 인코더 (EP): 투사 데이터의 

잡음을 억제하고 표현을 추출 

• 영상 도메인 디코더 (DI): Radon 역변환(R⁻¹)을 

통해 영상 도메인으로 전이된 표현을 바탕으로 

CT 영상을 복원 

• 도메인 전이 연산자 (RT): 물리 기반 CT 

연산자로 두 도메인을 연결 



기존 이중 도메인 구조에서는 두 개의 네트워크를 순차

적으로 사용하였지만, 제안된 P2I-Net 은 하나의 인코더

와 디코더만으로 구성되어 학습 파라미터가 절반으로 줄

어들며, 연산 효율성이 크게 향상된다. 

 

 
Figure 2. 제안하는 P2I-Net 구조 

Ⅲ. 데이터셋 및 실험 환경  

학습 데이터로는 AAPM Low-dose CT Grand Challenge 

데이터를 사용하여 전체뷰인 768 views 대비 희소뷰(96, 

128, 192, 256, 384 views) 조건에서 실험을 수행하였다. 

성능 평가지표로는 PSNR, SSIM, NRMSE 를 사용하였다. 

Ⅳ. 실험 결과 

그림 3 는 다양한 기법을 적용하여 복원한 결과를 

시각적으로 비교한 것이다. 특히, 희소뷰 조건 하에서 

FBP 는 강한 선형 잡음(streaking artifact)을 포함하고 

있었으며[3], MBIR 은 과도한 스무딩(smoothing)으로 

인해 질감 정보가 소실되었다[1]. 딥러닝 기반 방법 중 

I2I-Net 및 P2P-Net 은 각각의 도메인 특성에 따라 

잡음 억제에는 효과적이었으나, 아티팩트 제거에는 

한계를 보였다[4][5]. 

반면, 제안된 P2I-Net 은 PSNR 측면에서 기존 Dual-

domain 네트워크보다 평균 0.3~0.5 dB 이상 

향상되었으며 디테일이 잘 유지되었으며 가장 높은 구조 

유사도(SSIM)를 보여준다. 

특히 영상 디코더를 사용하는 구조의 이점으로 인해, 

텍스처 보존과 선명도 유지 측면에서 우수한 성능을 

확인할 수 있었다. 또한 학습 파라미터 수가 Dual-

domain 네트워크의 절반에 불과하여 연산 효율성 

면에서도 탁월함을 입증하였다[2][4]. 

V. 결론 

본 논문에서는 희소뷰 CT 영상 복원을 위한 새로운 

교차 도메인 딥러닝 프레임 워크인 P2I-Net 을 

제안하였다. 본 구조는 투영 도메인 인코더와 영상 

도메인 디코더를 Radon 역변환으로 연결함으로써, 

중복된 네트워크 구조없이 높은 복원 성능을 달성한다. 
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Figure 3. 다양한 기법에 의해 복원된 영상.  

오른쪽 하단은 NRMSE/SSIM. 
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