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요 약  

 
본 논문은 순환중복확인(cyclic redundancy check, CRC) 기반 극 부호(polar codes)를 위한 새로운 2단계 

근사 최대 우도(near-Maximum Likelihood, near-ML) 복호 기법을 제안한다. 제안하는 방식은 낮은 복잡도의 초기 

복호기와 코드 가중치 구 복호(code-weight sphere decoding, WSD) 기술을 결합한다. 초기 복호 결과가 CRC 검증에 

실패할 경우, WSD는 초기 추정치 주변의 낮은 가중치를 갖는 코드로 구성된 후보 구(sphere of candidates)를 

탐색하여 반복적으로 코드를 개선한다. 이 접근 방식은 높은 신호 대 잡음비 환경에서 계산 복잡도를 크게 줄이면서도 

근사 ML 성능을 유지한다. 시뮬레이션 결과는 다양한 부호 파라미터, 특히 낮은 부호율에서 우수한 성능을 보여준다. 

 

 
Ⅰ. 서 론  

초고신뢰 저지연 통신(Ultra-Reliable Low-Latency 

Communications, URLLC) 환경에서는 짧은 블록 길이와 

낮은 부호율을 갖는 효율적인 채널 부호 및 저복잡도 

고성능 복호 알고리즘이 필수적이다[1]. 기존 연구들은 

유한 블록 길이에서의 성능 한계 분석 및 다양한 부호화 

기법들을 제시했으나, 특히 낮은 부호율에서 복잡도와 

성능을 모두 만족시키는 최대 우도(Maximum-

Likelihood, ML) 복호기 개발은 여전히 중요한 과제이다. 

OSD [2], GRAND [3], SCL [4]등과 같은 기존의 부최적 

(suboptimal) 복호 기법들은 대안으로 제시되었지만, 

낮은 부호율에서의 근사 ML 성능과 최적화된 복잡도 

달성은 여전히 난제이다. 

본 논문은 이러한 문제를 해결하게 위해 짧은 블록 

길이 및 낮은 부호율 부호에 특화된 새로운 2 단계 근사 

ML 복호 방법을 제안한다. 1 단계에서는 저복잡도 초기 

복호기로 유효 코드를 빠르게 찾고, 순환중복확인(Cyclic 

Redundancy Check, CRC) 검증 실패 시 2 단계 코드 

가중치 구 복호 (Code-Weight Sphere Decoding, 

WSD)를 수행한다. WSD는 초기 추정 코드 주변에 낮은 

가중치 코드를 이용하여 해밍 구(Hamming sphere)를 

구성하고, 이 구 내에서 반복적진 지역 탐색을 통해 

점진적으로 코드를 개선한다. 이 방식은 모든 선형 부호 

및 초기 복호 방법에 적용 가능하며, 계산 효율성을 

유지하면서 근사 ML 성능을 달성한다. 

 

Ⅱ. 본론  

A. 채널 코딩 시스템 

부호어 길이 𝑁, 메시지 길이 𝐾를 갖는 이진 선형 블록 

코드 𝒞(𝑁, 𝐾)는 생성 행렬 𝐆 ∈ 𝔽2
𝐾×𝑁  혹은 패리티 확인 

행렬 𝐇 ∈  𝔽2
(𝑁−𝐾)×𝑁

으로 정의된다. 부호어 𝐜 ∈  𝔽2
𝑁 는 𝐜 =

𝐦𝐆 를 통해 생성되고, 이때, 𝐦 ∈ 𝔽2
𝐾 은 정보 비트 

벡터이다. 변조 방식은 이진 위상 편이 변조 (BPSK)를 

사용하며, 𝐱(𝐜) = 𝟏 − 𝟐𝐜이다. 변조된 심볼 벡터 𝐱는 가산 

백색 가우스 잡음 채널 (Additive White Gaussian Noise, 

AWGN)을 통과하며, 이 때, 수신기에서 수신된 신호 

벡터는 𝐲 = 𝐱(𝐱) + 𝐰이다. 이 때, 𝐰 ∈ ℝ𝑁  분산 𝜎2 = 𝑁0/

2 를 갖는 는 가산 가우시안 잡음이다. 본 논문에서는 

에러 검출 능력 향상을 위해 CRC 코딩을 사용하였다. 

기존 정보 벡터 𝐜에  CRC 코딩을 적용한 새로운 정보 

벡터를 𝐯 로 명명하고, 𝐯 에 대한 생성 및 패리티 확인 

행렬을 각각 𝐆crc, 𝐇crc로 정의한다. 

 
B. 코드 가중치를 이용한 해밍 구 구성 

선형 블록 코드에서, 코드 가중치의 특성을 이용하여 

효율적으로 해밍 구를 구성할 수 있다. 임의의 부호어 

𝐜 ∈ 𝓒와 해밍 거리 𝑑ℓ만큼 떨어진 부호어의 집합 𝒞ℓ(𝐜)를 

다음과 같이 정의한다: 

𝒞ℓ(𝐜) = {𝐜′ ∈ 𝒞 ∶ 𝑑𝐻(𝐜, 𝐜′) = 𝑑ℓ}.                     (1) 

이때, 𝑑𝐻(⋅,⋅)은 두 부호어 사이의 해밍 거리를 지칭하며, 

또한, 𝑑ℓ은 코드 가중치 분포에서 ℓ번째 작은 서로 다른 

가중치를 의미한다. 

코드 가중치 분포 집합이 𝐿 + 1 개의 오름 차순 (𝑑0 =

0 < 𝑑1(= 𝑑min) < ⋯ < 𝑑𝐿)으로 정렬된 서로 다른 요소로 

구성되어 있다고 가정하면, 부호어 c를 중심으로 해밍 

거리 𝑑1 에서 𝑑𝑟  (𝑟 ≤ 𝐿) 까지 해당 부호어 집합의 

합집합인 해밍 구는 다음과 같이 정의 된다:  

𝒮𝑟(𝐜) = ∪ℓ=1
𝑟 𝒞ℓ(𝐜).                 (2) 

추가적으로, 전체 부호어 집합 𝒞 는 반지름 𝐿 인 해밍 

구로써, 𝒞 = 𝒮𝐿(𝐜)로 표현된다. 선형 블록 코드의 중요한 

특징 중 하나는 임의의 부호어 𝐜 에 대하여 해밍 거리 

𝑑ℓ만큼 떨어진 집합은 잉여류(coset)로 표현될 수 있다는 

사실이다. 구체적으로,  
𝒞ℓ(𝐜) = {𝐜′ ∈ 𝒞 ∶  𝑑𝐻(𝐜, 𝐜′) = 𝑑ℓ} 

= {𝐜 + 𝐜̅ ∶ 𝐜̅ ∈ 𝒞ℓ(𝟎)}               (3) 

 = 𝐜 + 𝒞ℓ(𝟎)                          (4) 

이 때 𝒞ℓ(𝟎)는 영 부호어(zero codeword)에서 𝑑ℓ 만큼 

떨어진 부호어 집합을 의미한다. 이 관계로 인해 임의의 

부호어 𝐜 를 중심으로 하는 해밍 구는 제로 부호어를 

중심으로 하는 해밍 구를 잉여류로 표현할 수 있다. 

 

C. ML 근접 2 단계 디코딩 

A. 초기 저복잡도 복화 단계 



 

초기 복호 단계에서 복호기는 수신 신호 𝐲로부터 CRC 

부호화된 𝐯̂(−𝟏) 를 얻는다. 만약 CRC가 통과되면 

( 𝐇crc(𝐯̂(−𝟏))
⊤

= 𝟎 ), 디코딩을 종료하고 해당 코드를 

반환한다. 실패 시, 𝐯̂(−1) 을 재부호화 하여 𝐜̂(0) =

𝐯̂(−1)𝐆를 얻고, 신뢰도 𝑀(0) = ‖𝐲 − 𝐱(𝐜̂(0))‖를 계산한다. 
 

B. 코드 가중치 구 복호 (WSD) 단계 

  WSD는 영 부호어를 중심으로 하는 반지름 𝑑𝑟인 해밍 

구 𝒮𝑟(𝟎)을 이용하여 초기 추정지 𝐜̂(0)에 대해  반지름 

𝑑𝑟인 탐색 구 𝒮𝑟(𝐜̂(0)) = {𝐜̂(0) + 𝐜̅ ∶ 𝐜̅ ∈ 𝒮𝑟(𝟎)}을 구성한다. 

각 부스팅 라운드 𝑖 에서, 다음 최적화 문제를 

풀어  𝐜̂(𝑖) ∈ 𝒮𝑟(𝟎)를 찾는다. 

𝐜̂(𝑖) =  argmin
𝐜̅∈𝒮𝑟(𝟎)

‖𝑦 − 𝑥(𝐜̂(𝑖−1) + 𝐜̅)‖       (5) 

신뢰도 𝑀(𝑖) = ‖𝐲 − 𝐱(𝐜̂(𝑖))‖ 를 계산하여 신뢰도가 

개선되면(𝑀(𝑖) < 𝑀(𝑖−1) ), 다음 라운드로 진행하고, 그렇지 

않으면  𝐜̂(𝑖−1) 을 반환하고 종료한다. 이 과정은 최대 𝐽 

라운드까지 반복한다. WSD는 선형 블록 코드의 격자 

구조와 이동 불변 특징을 활용하여 미리 계산된 해밍 

구를 사용함으로써, 기존 구 복호 방식보다 탐색을 

단순화하고 복잡도를 줄인다. 또한, 큰 구를 한 번에 

탐색하는 대신 작은 구를 반복적으로 탐색하여 

점진적으로 해를 개선한다. 

 

A. 복호 복잡도 

WSD는 초기 복호 CRC 실패 시에만 활성화되므로, 평균 

복잡도는 신호 대 노이즈 잡음비(signal-to-noise ratio, 

SNR)에 따라 가변적이다. 표. 1와 그림. 2에서 확인할 수 

있듯이, 높은 SNR에서는 𝑃e,crc = ℙ[Hcrc ⋅ 𝐯̂⊤ ≠ 0]가 낮아 

WSD가 거의 동작하지 않지만, 낮은 SNR에서는 𝑃e,crc가 

높아져 WSD가 더 자주 동작하며 복잡도가 증가한다. 

최악의 경우 추가 복잡도는 𝑃𝑒,𝑐𝑟𝑐 × (𝑁 × 𝐽 × 𝒮𝑟(0)) 으로 

제한된다. 

 

복호기 종류 복잡도 

SCL(𝐿) 𝒪(𝐿𝑁log𝑁) 

SCL(𝐿)+WSD(𝑟) 𝒪(𝐿𝑁log𝑁) + 𝒪(𝑃e,crc × (𝑁 × 𝐽 × |𝒮𝑟 (𝟎)|) 

MLD 𝑁 × 2𝐾 

표. 1. 복잡도 분석. 

 

 

 

B. 시뮬레이션 결과 

제안하는 WSD를 CRC 기반(CRC-aided, CA) 극 

부호에 적용하여 SCL 복호기와 함께 BLER 성능을 

평가하였다. CRC6 을 사용하였고, 다항식은 다음과 같다. 

𝑔(𝑥) = 1 + 𝑥5 + 𝑥6. SCL은 list size 𝐿 = 4을 사용하였다. 

WSD에서 사용한 해밍 구의 크기는 표. 2와 같다. 비교를 

위해 SCL 단독 사용 시에는 CRC6 과 𝐿 = 16 를 

사용하였다. 블록길이 𝑁 ∈ {64,128, 256} 와 낮은 부호율 

𝑅 ∈ {
15

64
,

15

128
,

15

256
}  조건에서 실험하였고, 이론적 성능과 

비교하기 위해 random coding union (RCU) bound와 

meta-converse bound를 계산하여 그래프에 

포함하였다[5].  

실험 결과, WSD를 적용한 경우 초기 복호기 단독 

사용시 보다 일관된 성능 향상을 보였다. 예를 들어, 

그림. 1 에서CA-polar (256, 15) 코드에 SCL+WSD 

복호기 사용 시 SCL 단독 사용 대비 BLER 10−4에서 약 

0.5dB 이상의 이득을 보였으며, 𝑁 ∈ {64, 128}에서는 ML 

복호 성능에 근접했다.  

  평균 복잡도 분석 결과, 제안된 SCL+WSD 방식은 

SNR이 증가함에 따라 평균 연산량이 감소하였으며, 

SCL(16) 대비 높은 SNR에서는 평균 연산량이 더 적은 

지점을 확인함으로써, 실제 통신 환경에서의 효율성을 

입증하였다. 

 
그림. 1. SCL, SCL+WSD, MLD에 따른 BLER 비교 

 

 
그림. 2. SCL, SCL+WSD, MLD에 따른 복잡도 비교 

 

Ⅲ. 결론  

본 논문은 URLLC를 위한 2 단계 근사 ML 복호 

기법인 WSD를 제안하였다. 저복잡도 초기 복호와 

WSD를 결합하여, CRC 실패 시에만 코드 가중치 기반 

구 탐색을 통해 코드를 반복적으로 개선한다. 이 방식은 

선형 부호의 구조적 특성을 활용하여 계산 복잡도를 

효율적으로 관리하면서도 근사 ML 성능을 달성한다. 

시뮬레이션 결과는 다양한 부호 및 파라미터에 대한 

제안 기법의 우수한 성능과 적용 가능성을 보여주며, 

WSD가 차세대 통신의 신뢰성과 효율성 요구를 만족하는 

효과적인 오류 정정 방법임을 입증하였다. 
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부호 종류 (𝑁, 𝐾) 그림. |𝒮𝑟 (𝟎)|, 𝑟 = 3 

CA-polar (64, 15) 1 2344 

CA-polar (128, 15) 1 5040 

CA-polar (256, 15) 1 2263 

표. 2. 코드 가중치 구의 크기 


