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요 약

최근 과학 애플리케이션은 점점 더 데이터 집약적으로 발전하고 있으며, 이로 인해 시스템 지연(latency)이 심화 되고 있다. 이러한 문제
를 해결하기 위해 다양한 자원 관리 및 서비스 배치 기법이 제안 되었지만, 대부분의 기존 연구는 서로 다른 서비스 유형에 따른 효율성
요구를 충분히 반영하지 못하고 있다. 본 논문에서는 사용자 요구 기반의 다중 지표(multi-metric) 의사결정 방식을 통합한 퍼지
(Fuzzy) 시스템 기반의 고성능 컴퓨팅(HPC) 클라우드 서비스 배치 기법을 제안하고자한다. 본 기법은 실시간 자원 모니터링 및 프로파일
링을통해시스템자원을동적으로할당함으로써, 성능을최적화하고비용을절감효과가있다. 향후 에는지속적인피드백학습메커니즘을
도입하여 배치 정확도를 향상시키고 시스템 효율을 개선하고자 한다.

Ⅰ. 서 론

최근기후 과학, 천체물리학, 계산 생물학, 고에너지물리학등다양한 과

학분야에서 활용되는애플리케이션들은점차대용량 데이터를필요로하

게 되었다. 이에 따라 컴퓨팅 자원과 저장소 간의 데이터 이동이 성능 병

목의 주요 원인으로 작용하고있다[1]. 이러한 환경 변화는 고성능 컴퓨팅

(High Performance Computing, HPC) 인프라 사용에 대한 다양한 요구

사항을발생시키며, 최적화되지못한자원관리는성능저하, 에너지 낭비,

서비스 품질 저하 등 여러 문제를 발생 시킬 수 있다.

AI 및 HPC 워크로드는 연산유형에따라적합한가속장치를선택해야하

지만, 기존 클라우드 플랫폼에서는 이를 고려한 최적의 자원 매핑이 어렵

다. 고성능 클라우드 환경에서 서비스를 제공하기 위해서는 효과적인 자

원 관리가 필수적이며, 그중 서비스 배치는 자원 관리의 핵심 요소 중 하

나이다.

자원 할당이 필요한 시점에 서비스의 특성과 요구사항을 분석하고, 이를

바탕으로가장적합한자원위치에서비스를배치가필요해지고있다. 최

적의자원을선정하기위해서는, 성능 보장, 에너지효율성, 자원의활용도

등 다양한 측면을 고려하는 것이 중요하다.

본 연구에서는 서비스 요청의 특성을 분석하기 위한 프로파일링 구조를

도입하고, 이를 통해 서비스 타입을 분류하여 클러스터 환경에서 자원을

효율적으로 배치하는 방안을 제안한다. 특히 분산 환경에서는 고성능 자

원을 전략적으로 배치해야만 응답성 있는 서비스를 제공할 수 있으며, 사

용자가 급격히 증가하거나 애플리케이션 요구가 다양해지는 경우 기존의

정적 자원 관리 방식으로는 성능 저하 문제를 해결하기 어렵다.

이를 해결하기 위해, 본 논문은 HPC 환경에 적합한 퍼지 기반의 자원 관

리 및 서비스 배치 기법을 제안한다. 퍼지 논리와 입자 군집 최적화

(Particle Swarm Optimization, PSO)를 기반으로 하여, 복잡하고 불확실

한자원 요구를 보다 분석하고 최적의 자원 배치를 수행하는 전략을 구성

하는 것이 목표이다. 본 논문은다음과 같이 구성되어 있다. 2장에서 관련

연구로 HPC환경에서의 서비스배치동향에대해기술하고, 3장에서 HPC

클라우드 환경에서 모니터링 기반의 프로파일러 시스템을 기반으로 자원

타입을결정하는방법을제안하고, 4장결론에서는제안하는향후활용방

안과 연구 계획에 대해 제시하며 마친다.

Ⅱ. 관련연구

본 논문에서는 HPC 클라우드 환경에서는 지연 시간과 자원 할당 문제

등 여러 이슈가 존재한다. 특히 데이터 중심의 과학 애플리케이션은 자원

간의 비효율적 분배로 인해 성능 저하가 빈번하게 발생합니다.

[그림 1] 서비스 배치 기술 동향

그림1과 같이 특히 동적환경에서 강화학습 사용이 증가하고있으며, 다중

목표 및 최적화를 위한 방향으로 연구가 진행되고 있다. 인터페이스 기술

은 IoT 환경에서는 MQTT, 일반적 환경에서는 REST 가 많이 사용되고



있으며 시뮬레이션 도구는 ifogSIm 과 CloudSim 이 많이 사용되고 있다.

지연과 에너지 최적화를 목적으로 서비스 배치가 연구중에 있다. HPC 환

경의 가변적인 워크로드를고려한 MCDM 및 머신러닝 기반 최적화 기법

이제안되고있으나, 실시간자원가용성과서비스특성을모두고려한방

식은 부족한 상황입니다.

본 논문에서 사용자에 따른 서비스 배치 방법으로 사용자에게 QoS를 보

장하고 자원관리를 위한 서비스 배치를 하고자 한다.

Ⅲ. 제안하는 방법

본 절에서는 자원 예측값을 기반으로 적절한 노드를 선택하는 퍼지 기반

서비스 배치 시스템을 제안한다. 주요 입력값으로 CPU 사용량, RAM 사

용량 등을 활용하여, 적절한배치노드를판단합하게 된다. 제안하는 구조

는 모니터링, 프로파일러, 브로커로 구성되어 있다.

1.. 시스템 아키텍처 개요

제안하는 구조는 다음과 같은 모듈로 된다.

[그림 2] 제안 프로세스

1). 모니터링(Monitoring)

- 물리적및가상머신에서 CPU, 메모리등시스템자원상태를실시간으

로 수집하여 전체 인프라의 사용 현황을 파악

2) 프로파일러(Profiler)

- 사용자 요청과 서비스 목적을 분류하며, 자원 요구사항을 분석

퍼지 기반 PSO(입자 군집 최적화, Particle Swarm Optimization) 모듈을

활용하여 최적의 가상 머신(VM)을 선택하고, 이에 따라 서비스 배치 위

치를 결정

3) 브로커(Broker)

- 사용자요구및서비스유형에따라필요한자원유형을판별하고, 적합

한 자원 후보를 선정.

- 이후 우선순위 및 가용성 기준에 따라 최적의 자원을 배정.

2. . 서비스 배치 절차

배치 절차는 다음과 같은 계층적 단계를 거칩니다:

[그림 3] 서비스 재치 절차

1) 분류: 서비스 요구 조건에 부합하는 자원을 그룹화

2) 우선순위 결정: CPU, 메모리, 대역폭 등 기준으로 자원 후보 평가

3) 후보 선택: 비활성 자원이 많은 클러스터를 우선적으로 선택

4) 의사결정: 각 입력을 퍼지 시스템에 적용하여 최적 노드 도출

3.. 퍼지 의사결정 시스템

퍼지 시스템은 다음과 같은 단계로 작동한다.

1)입력 분석: 자원 사용률을 퍼지 변수로 변환

2) 퍼지 규칙 적용: 적합성 평가를 위한 퍼지 규칙 실행

3) 디퍼지화: 최종 배치 결정을 위한 명확한 수치 도출

4) 예측 및 학습: 피드백 데이터를 기반으로 예측 정확도 개선

4. 피드백 및 정책 관리

1)자원 사용 중 이상 상태(Hotspot/Coldspot) 감지

2)정책 동적 조정 및 노드 재배치 수행

3) 새로운 서비스 유형에 따라 정책 및 자원 분배 갱신

[그림 4] 브로커를 통한 제공 과정

제안하는 구조를 통해 HPC 클라우드 환경에서 사용자 만족도를 높이고

자워을 관리를 통해 어플리케이션 성능 저하 문제를 해결하는데 목적이

있다.

Ⅲ. 결론

본 연구에서는 HPC 환경에서 데이터 집약형 애플리케이션의 성능 저하

문제를 해결하기 위해 퍼지 기반의 서비스 배치 시스템을 제안하엿다. 제

안 기법은 실시간자원 프로파일링과피드백 기반 학습을통해서비스 연

속성과 시스템 효율을 동시에 확보할 수 있다.

고성능 클라우드 환경에서는 다양한 장치에도 적용이 필요해지고 있어,

향후 에는 실 데이터셋 기반으로 성능 검증과 다양한 환경에서 확장성을

검증하고자 한다.
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