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요 약

연합학습은 일반적으로 안정적인 네트워크 환경을 전제로 연구되어 왔으나 실제 무선 환경은 시간에 따라 채널 상태가 급변, 
하고 대량의 패킷 손실이 발생하는 등 불안정성을 지닌다 이러한 조건은 연합학습 성능 저하로 이어질 수 있으며 이에 대응하. , 
기 위한 전송 기법의 검토가 필요하다 본 논문은 사용자 데이터그램 프로토콜을 기반으로 한 연합학습 전송 기법을 대상으로. , 
채널 상태가 급격히 변화하는 무선 환경에서의 성능을 분석한다.

           

서 론. Ⅰ

연합학습 은 일반적으로 신뢰성이 보장된 네  (Federated Learning, FL)
트워크 환경을 전제로 모델 파라미터를 효율적으로 전송함으로써 성능을 , 
향상시키는 다양한 연구들이 이루어져 왔다 그러나 실제 무선 네트워크 . 
환경은 시간에 따라 채널 상태가 변화하며 간헐적으로 대량의 패킷 손실, 
이 발생하는 등 불안정성을 내포하고 있다 이러한 특성은 성능 저하. FL 
로 이어질 수 있으므로 시간에 따라 변화하는 무선 채널 환경에서도 안정, 
적인 학습 성능을 보장할 수 있는 전송 기법에 대한 연구가 요구된다 본 . 
논문에서는 사용자 데이터그램 프로토콜(User Datagram Protocol, UDP)
을 기반으로 제안된 연합학습 전송 기법을 대상으로 채널 상태가 갑작스, 
럽게 변화하는 무선 환경 하에서의 성능을 분석한다. 

중앙 집중형 연합학습 네트워크. Ⅱ

본 논문에서는 개의 로컬 디바이스와 하나의 글로벌 서버로 구성된   N
기반의 중앙 집중형 네트워크를 고려한다 본 논문에서 고려하UDP FL . 

는 은 로컬 모델 학습 로컬 모델 파라미터 전달 연합된 모델 파라미터 FL , , 
생성 연합된 모델 파라미터 전달 로컬 모델 업데이트의 단계로 진행되, , 5 
며 이를 하나의 학습 라운드로 정의한다 이때 무선 네트워크 환경은 패킷 . 
손실이 발생할 수 있으며 패킷 손실률 , 는 업링크 와 다운링크(uplink)

에서 동일한 값을 가지며 시간에 따라 변화한다고 가정한다 이때 (downlink) . 
전달하는 모델 파라미터를 라고 하고 하나의 모델을 전달하는 패킷의 수가 
개로 가정할 때 손실되는 패킷의 수 , 는 이항분포 ∼를 
따른다고 가정한다. 

실험 결과. Ⅲ

본 논문에서  는 개의 글로벌 서버와 개의 로컬 디바이스로 구성된 1 100
무선 통신 기반의 연합학습 시스템에서 데이터 셋을 활용하여 이MNIST 
미지 분류 작업을 수행한다 모델 통합에는 알고리즘을 이용하. FedAvg 
며 성능 비교 분석을 위하여 , LoRA-SysNC[1], FedLR[2], zero-filling, 

기법을 이용하여 모델 파라미터를 전달한다 에서 하나의 학EDEN[3] . FL
습 라운드를 하나의 시간 단위로 정의할 경우 본 실험에서는 기본적으로 , 

 으로 설정하나, ≤ 일 때   로 급변하는 
무선 환경을 고려한다. 
  그림 에서 확인할 수 있듯이 무선 채널 상태가 급변할 경우 연합학습1 , 
의 성능이 현저히 저하되는 것을 확인할 수 있다 그러나 . LoRA-SysNC
와 은 채널 상태가 다시 개선될 경우 학습 성능이 회복되는 반면EDEN , 

과 은 여전히 낮은 정확도를 유지하며 성능 회복이 어FedLR Zero-filling
려운 것으로 나타났다 또한 는 기존 연구 에서 성능 저. LoRA-SysNC [1]
하를 효과적으로 완화하는 것으로 보고되었으나 본 실험과 같이 그 이상, 
의 높은 손실률을 고려한 환경에서는 다른 기법들과 마찬가지로 성능 저
하가 발생하는 것을 확인할 수 있었다.
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그림 1 데이터 셋을 이용한 정확도 성능.  MNIST FL 


