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요 약
최근 엣지 디바이스(Edge Device) 환경에서 경량화된 거대 언어 모델(Lightweight Large Language Model)을 배포하고 효율적으로 추론 및 학습을
수행할 수 있게 하는 다양한 연구들이 활발히 제시되고 있다. 본 논문에서는 이기종(Heterogeneous) NVIDIA Jetson 플랫폼 및 다양한 경량 LLM을
기반으로하여모델추론및학습성능을측정하였고정량적인분석을제시하였다. 본 연구의결과는 IoT 환경에서생성형인공지능서비스를제공하는
엣지 지능형 프레임워크 설계를 위한 기초 자료로써 활용될 수 있다.

Ⅰ. 서론

최근 GPT(Generative Pre-trained Transformers)와 같은 거대 언어모

델(LLM: Large Language Model)의 추론 성능이 비약적으로 향상됨에

따라, 다양한 도메인에서 LLM 기반의 생성형 인공지능응용서비스가폭

넓게 개발되고배포되고있다 [1]. 특히 기존의클라우드 중심인프라에서

벗어나 자원이 제한된 엣지 환경에서 LLM을 효율적으로 운용하려는 연

구가활발히진행되고있으며, 이는 단순한모델추론뿐아니라대상 디바

이스 상에서 직접 수행되는 온디바이스 파인튜닝(On-Device Fine–

Tuning)과 같은 모델 학습 기법에 대한 수요 증가로 이어지고 있다 [2].

그러나 지속적인 프로세서 및 하드웨어 가속기의 발전에도 불구하고, 엣

지 디바이스는 여전히 CPU, GPU, 메모리 등에서 제한적인 자원을 보유

하고있어, LLM의 추론 및 학습과 같은고연산작업을수행하는 데 구조

적인 제약이 있다 [3]. 이러한 한계를 극복하기 위해서는 추론 성능을 가

능한 한 유지하면서도 모델 파라미터의 크기를 효과적으로 축소할 수 있

는 모델 경량화(Model Compression) 기법이 필요하며, 동시에 이기종

(Heterogeneous) 엣지 디바이스들이 지닌 다양한 하드웨어 사양을 고려

한 자원 최적화 및 할당 전략(Resource-Aware Scheduling and

Deployment)이 요구된다.

본 논문에서는 이러한 연구의 출발점으로서, 이기종 NVIDIA Jetson 플

랫폼에 경량화된 LLM을 배포하고 각각의 환경에서 모델의 추론과 학습

을 수행하며 성능을 비교·분석하는 실험을 설계하였다. 실험을 통해 도출

된 결과는 향후 엣지 디바이스 기반의 IoT 환경에서 생성형 인공지능 서

비스를 보다 효과적으로 관리 및 운용할수 있는 프레임워크의 설계와구

현에 기여할 수 있을 것으로 기대한다.

Ⅱ. 본론

본 연구에서는 NVIDIA Jetson 플랫폼 위에서 Transformer 기반 경량

LLM을 학습시킬 때 도출되는 성능을 측정 및 분석하고자 한다. Jetson

플랫폼으로서 Jetson Xavier NX 디바이스 [4]와 Jetson Orin Nano 디바

이스 [5]를 채택하여 실험을 진행하였다. 표 1에서는 각 디바이스의 하드

웨어 사양을 요약하고 있다. 모델 설치를 위하여 SD 카드 64GB 및 SSD

(FireCuda 530, 1TB) 디바이스를 장착하였다. 표 2에서는 학습 성능을

Jetson Xavier NX Jetson Orin Nano
출시연도 2020 2023
GPU 384-core NVIDIA Volta 1024-core NVIDIA Ampere

CPU
6-core ARM

NVIDIA Carmel (64-bit)

6-core ARM

Cortex-A78AE (64-bit)
INT8

연산 성능
21 TOPS 67 TOPS

DL

Accelerator
NVDLA 2개 -

메모리
8GB LPDDR4x

(bandwidth: 59.7 GB/s)

8GB LPDDR5

(bandwidth: 102 GB/s)
소비전력 최대 20W 최대 25W

표 1. Jetson 디바이스 하드웨어 사양

학습 모델

모델명 TinyGPT2 DistilGPT2 GPT-2 Small

모델 파라미터 수 2,500만 개 8,200만 개 1억 1,700만 개

주요 특징 경량화
지식 증류

경량화

GPT-2

기본구조
추론 모델

모델명
TinyLlama

-1.1b
Phi-2 Qwen1.5-1.8b

모델 파라미터 수 11억 개 27억 개 18억 개

주요 특징 엣지 최적화 논리 추론 강화 다국어·챗봇

표 2. LLM 별 주요 특성

분석하기 위해 설치한 GPT-2 기반의 TinyGPT2 [6] , DistilGPT2 [7] 및

GPT-2 Small [8] 모델과 추론 성능을 분석하기 위한 TinyLlama-1.1b

[9] , Phi-2 [10] , Qwen1.5-1.8b [11] 의 특성을 요약하고 있다.

TinyGPT2는 경량화 기법을 적용하여 GPT2 모델의 파라미터 수를 크게

줄인 초소형 모델이며, DistilGPT2는 지식 증류 [12] 기법을 적용하여

GPT-2 모델의 크기를 절반으로 줄이면서도 학습 성능은 유사한 수준으

로 유지할 수 있게 한다. GPT-2 Small은 별도의 경량화 기법 적용 없이

파라미터 수만을 줄인 모델로서 엣지 디바이스 및 모바일 환경에서 학습

수행이 가능하다. 추론 작업은학습 작업보다적은 자원을 요구하므로, 추

론 실험에는더큰규모의모델을사용하였다. 데이터세트로는주어진질

문에 대해 정답 구간을 찾는 질의응답(QnA) 형식으로 구성된



SQuAD(Stanford Question Answering Dataset)를 사용하였으며, 이는

일반 상식, 역사, 과학, 문학 등 다양한 분야의 위키피디아 문서를 기반으

로 구성되어 있다 [13].

Ⅲ. 실험 결과

Jetson 디바이스 및경량 LLM 별 처리 성능을 비교하기 위하여 모델 학

습 소요 시간과 GPU 이용률을 측정하였다. 소요 시간은 별도의 파서

(Parser) 모듈을 구현하여 측정하였으며 GPU 이용률은 JetPack에 내장

된 tegrastats 커맨드를 실행하여 수집하였다. 모델 학습을 위한 epoch는

각 모델에 대하여 2-epochs 씩 설정하였다.

그림 1은 모델 학습 소요 시간 결과를 보인다. 모델 파라미터 수가 상대

적으로 적은 TinyGPT2의 경우 Orin Nano는 Xavier NX 대비 약 40%의

소요시간절감을보여준반면, 파라미터수가더많은 DistilGPT2의 경우

약 60%의 성능 향상을 보였다. 모델 추론 결과를 나타내는 그림2의

TinyLlama-1.1b에서는 Orin Nano가 Xavier NX 대비 약 1.6배의 소요

시간 절감을 보여주며, Phi-2와 Qwen1.5-1.1b 모델의 경우 약 2.1배의 성

능 향상이 나타났다.

해당 결과는 LLM 학습 및 추론에 요구되는 연산량이 많아질수록 Orin

Nano의 더 많은 Core 유닛, Ampere 아키텍처의 구조적 연산 효율성, 그

리고상대적으로 높은메모리대역폭이복합적으로 작용하여성능향상에

기여함을 보여준다.

그림 1. LLM 학습 시간 비교 그림 2. LLM 추론 시간 비교

모델 학습 과정에서 가장 큰 모델 파라미터 개수를 가진 GPT-2 Small

모델의 경우 Orin Nano는 정상 학습이 되는 것과 달리, Xavier NX 디바

이스에서는 학습 도중 프로세스가 강제 종료되어 실험을 진행할 수 없었

다. 이는 Xavier NX GPU의 Volta 아키텍처가 Ampere 아키텍처와 비교

하여 GPT-2 Small 모델 학습에 필요한 dense matrix 연산 효율성이 떨

어지고발열로 인한 throttling이 발생하여 GPU 클럭이쉽게 다운되기 때

문으로 분석된다 [14].

평균 GPU
학습 모델 TinyGPT2 DistilGPT2 GPT-2 Small

Jetson Orin Nano 67.05% 96.73% 96.18%
Jetson Xavier NX 74.01% 91.42% -

추론 모델
TinyLlama

-1.1b
Phi-2 Qwen1.5-1.8b

Jetson Orin Nano 27.17% 33.05% 16.4%
Jetson Xavier NX 9.26% 14.41% 9.26%

표 3. 모델 평균 GPU 이용률 비교

표 3은 Xavier NX와 Orin Nano의 학습및 추론 시 평균 GPU 이용률을

비교하여 보여준다. 가장 작은모델인 TinyGPT2 모델은학습 시두디바

이스 간 유사한 성능을 나타냈으나, 나머지 모델에서는 Orin Nano가 더

높은 GPU 활용률을 보여주었다. 이는 Orin Nano 디바이스가 높은 메모

리대역폭을통해메모리병목을줄임으로써 GPU Core의 활용시간을늘

려줄 뿐만 아니라 여유로운 전력 스케일링(Power Scaling) 설계 구조를

통해 GPU Core 자원을 적극적으로 사용할 수 있기 때문으로 분석된다.

Ⅳ. 결론

본 논문에서는 Jetson Orin Nano 및 Xavier NX 디바이스로 구성된 이

기종 NVIDIA Jetson 플랫폼 위에서 경량 LLM 학습 및 추론을수행하였

으며 각 소요 시간과 GPU 이용률을 측정하였다. 실험 결과를 통해 동일

한 LLM 및 데이터 세트에대해서도 Jetson 디바이스의특성에따라학습

및 추론 효율성이 달라질 수 있음을 확인하였다. 본 실험 결과는 향후 대

규모의엣지인프라 환경에서 최적화된 모델 배포 및 자원 할당을 수행할

수 있는 프레임워크 설계 연구에 이바지할 수 있을 것으로 기대한다.
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