o]7]% Jetson EAE 71Nk A LIM 4% 4 A+
od o)

wodus7792@naver.com, deZ2572@naver.com, dongkikang@jbnu.ac.kr

Performance Analysis of Lightweight LLMs on Heterogeneous Jetson Platforms

Jae Yeon Lee, Da Eun Choi and Dong-Ki Kang*
Jeonbuk Univ.

9 oF
ol
2 oA t]ulo] ~(Edge Device) 74914 74 ﬂﬂ7m1<HE”L@mWQMLm&me@eme%Hkﬁhliﬁﬁﬂii%fi@G%
S 5 A s thdd AFgo] ] AAFH AL ek # =il A= 0] 7% (Heterogeneous) NVIDIA Jetson & 2 theFet 43 LLMS
Mo R Slo] BE 22 9 8 A%S 2ASAT AgAel B AN B AT AT [oT 40 AAE AFAS AHAS A3ehs
W A9 ZAAAL AAE 9 )z ARA 288 F 9
I.Me Jetson Xavier NX Jetson Orin Nano
2 GPT(Generative Pre-trained Transformers)®} 22 At <o} & SN AL 220 2023
' e Skl 6 = SEAbE] GPU 384-core NVIDIA Volta 1024-core NVIDIA Ampere
A(LLM: Large Language Model)] & AFo] nH|efx oz g g of U 6-core ARM 6-core ARM
wpz}, thekst Eullell A LLM 7]5ke] A48 AT &4 Auzrt & NVIDIA Carmel (64-bit) | Cortex-A78AE (64-bit)
b i Fo] 2 ZA] o] INT8
A s w2 s gl [1], B3] 7] 4aﬂ T A oA . 91 TOPS 67 TOPS
Holuh Aglo] AR X BA LLMS Eg4ow ¢4 o | SH AT
7} k] WA Qo8] o] et E‘él FE® ol g ot | - NVDLA 27 -
) ) Accelerator
ol AA AH FIPyE 2rjvlo]A F1EY(On-Device Fine - el 8GB LPDDR4x 8GB LPDDR5
Tuning)# 2 B9 3k 7ol gk F8 F7FE o]ojAaL qlrt [2]. - (bandwidth: 59.7 GB/s) (bandwidth: 102 GB/s)
Jy AEAQA ZZAA D StEg o] 71E7]9 BT B ek, o kit #d 20W #dl W
A tupe] =& o3| CPU, GPU, M=) GollA AgAel A4 1 # 1. Jetson tukelz st=glo] Ao
Skal glo], LLM9 2 9 853 22 1dalk 9E& 38k o 7=
49 Aol Yut [3]. olei BAT Fu] AL FE A5E 7 o e
j=R=iRes] 1 1ot N -
3 @ %X]o}ui/ﬂli wel shehulele] 272 goHos a4 ol rdr TinyGPT2 DistilGPT2 GPT-2 Small
_ 29 slevE 4 2,5008F 7l 82005+ 7 19} 1,700%+ 74
T 29 s Model Compression) 7]¥o] HQ3kH, FAld| o]7]% A =8 GPT-2
(Heterogeneous) 9A| tlufo]xEo] AU thFat st=o] AldkS 119 857 Bt 7 23} 78T
3 A9 43 2 @9 HZF(Resource-Aware Scheduling and e
TinyLlame
Deployment)o] £7ee. zay e Phi2 | Qwenl518h
B =R AE o]ef & A7) 024, 0]7]% NVIDIA Jetson & “L1b
d 2=
Qo AT LIME WEse 28] Bl wale) mpg s | SAAPEE | WA | weA | e
. F8 54 A HAst | =g FE A4S |t AR
S Fai Ao Ha-BAse AES e A4S B &
H Ade g5 AA o] 7|0k [oT A lA A3 A3A T A E2 LM ¥ T8 54
A5 dr g8 o2 ] 9 88 4 ole 2y dgae dAle F+ BAs) Yal A28 GPT-2 719+¢] TinyGPT2 [6] , DistilGPT2 [7] 2
go| 71943 = & Ao v|ygth GPT-2 Small [8] Ed¥} 32 45 £4817] #1& TinyLlama-1.1b
[9]1 , Phi-2 [10] , Qwenl5-18b [11] ¢ EAS K9kt Qi)
I 28 TinyGPT2= B #3E 71H& A8-sted GPT2 Z29] shevle} 48 A7

# QA76] 4t NVIDIA Jetson Z% 91014 Transformer 719 Az £ 2488 Zeolr], DistlGPT2E A4 S5 [12] 7182 483t
LIME S4A2 o =55 458 24 % $asnd a), Jason  OFT 2 288 2715 Ao Fofn

=
FNE L2 Jetson Xavier NX Hu}o]2 [4]9) Jetson Orin Nano T4} = A% QU Ak GPT-2 Small 8%ke] A=S) 7IW 48 glo]
s _

o]~ [5]2 Adsiel A AsFAT ¥ 1o)H= 7} tufo)xo] g HEHIE Fhe F9 BARA QX tute] s B Zuked SN S
o} AlFe eokha glek. 2@ AXE Sl3te] SD 4= 64GB % SSD T U°I PSR FE AL S Aelunt 4 A S ayeing, &
(FireCuda 530, 1TB) trkel 28 Asisich. & 20Ae s s & ABAE U 2 710e) RHS ARGl wlofe AlERE Folil 2

=
ol el AW e Ze dSHQnA) FHeR Ad



SQuAD(Stanford Question Answering Dataset)& AF&a}1oH o]
nk A2 AL 28 8 5 rhst woke] 7|9l EAE 7]k

2 A0 3 [13].

-
=
o

m 4% 4%

Jetson TlHfo] 2 & 73%} LLM ¥ A Aeg vlas)r] flste 2d g
F &8 A G SATAE A8 AR EEe 34
(Parser) =E% ?5{13}‘4 Z45t9om GPU ©]-§52 JetPackel W%
% tegrastats AMEES A slo] £3589 B 858 93 epoche=

z} 2dlof| thate] 2-epochs A4 A3

lan 12 29 gy 40 AR 295 Bk 2Y mier|E 71 g
Ao g AL TinyGPT22] 7% Orin Nano+= Xavier NX thH] <F 40%<]
20 A7 ARS BoF v geluE 71 o 2L DistlGPT29] 4%
F 60%9 Ae TS Btk 2d 2 A3E Jehe 2329
TinyLlama-1.1b%1 4= Orin Nano7} Xavier NX thH] <F 1.6u]¢] 48
A7 ARE BoFH, Phi-29F Qwenl5-1.1b 99| 3% oF 2.1uf¢] A
5 3““’] 1JrE]r"LD‘r

Nano«l T ‘5%% Core 9, Ampere o}7|E1X 9] F24 AN G844, 1

Ja 4o e vwe tojZe) Bt o e s F
71998 HoET)
o[ St o e
ENB EB
Elso H @
t100 ,,,,,,, “
° TiyGPT2  DistiGPT2 P TinyLiama-1.1b Phi-z QwenT’5-Lab
a7 1. LLM 8 A7k vl a7 2. LLM 32 A7} vl

g gy BN 7 E B gev|E 7S 7H] GPT-2 Small
Lelo] 749 Orin Nano:= A4 <50] &&= 23 @2, Xavier NX tju}
o2 X Tt BT ZRA AT A FRE AFS AT ¢l
o]:= Xavier NX GPU$| Volta o}71€1%7} Ampere o}7] €] 9} 1|3
5to] GPT-2 Small 22 <50 Z 2.3t dense matrix G4 &40 @
oA i W 2 Q13 throttlinge] HAste] GPU E8o] fA the-x7] o

.—ﬁ

o A [14].
Ayt GPU

g nd TinyGPT2 DistilGPT2 GPT-2 Small
Jetson Orin Nano 67.06% 96.73% 96.18%
Jetson Xavier NX 74.01% 91.42%

TinyLlama .
FE 2d Phi-2 Qwenl.5-1.8b
-1.1b
Jetson Orin Nano 21.17% 33.06% 16.4%
Jetson Xavier NX 9.26% 14.41% 9.26%
3 3. 29 3 GPU o|$-E vl

¥ 32 Xavier NX$} Orin Nano?] 8t 2 32 A] 3t GPU o] $E2
al3}o] Oiiﬁ} 7P¢ A& Bl TinyGPT2 RE& k5 Al 7 ot
Ea F AsS vel oy, UA 2l A= Orin Nano7} H
=2 & 9t} o]+ Orin Nano tlufe]27h =& Wi
7 fYZS Se vne WES 2Yo2R GPU Cored] &4 A7HS &
= ¢ A9 279 (Power Scaling) A7 T%
53] GPU Core A4S A5402 AMES 4= Q7] Yl o2 #4949

,XL mm m‘r

V. 28

B =Ro| A= Jetson Orin Nano
1% NVIDIA Jetson ZHE 9ol 4% LLM 8+ 2 2%
w7} 498 AZH} GPU o] 888 A A9 z 2
LLM % dloJe] AEo] thaiX % Jetson Tlufe] o] SAol wfe} 3hsx
138 8o 9  AdeS gl & A9 A% 5 4l
Loj oA Qlxe} oA HA sk Bd v 9 2] S-S
Ae ZdYA AA ATl ofa AT F A& ASE J|dgitt

1 Xavier NX t]ujo] 2z FAH o]
T3

N

o

MAE = —|\__

L= VA e

ACKNOWLEDGMENT

= B EAR BN} ARENT]EHIe] SWHEA TS}
Ho A 492 51\‘635] & (2022-0-01067)

F1Ed

[1] https://www.edge-ai-vision.com/2025/03/fine-tuning -llms—for-co
st-effective-genai-inference-at-scale/

[2] Gao, Lei et al. “Enabling Efficient On-Device Fine-Tuning of LLM
s Using Only Inference Engines” arXiv preprint arXiv:2409.15520 (2
024)

[3] Abstreiter, Maximilian et al. “Sometimes Painful but Certainly Pro
mising: Feasibility and Trade-offs of Language Model Inference at
the Edge” arXiv preprint arXiv:2503.09114 (2025)

[4] https://www.nvidia.com/en-us/autonomous-machines/embedded-
systems/jetson-xavier—series/

(5] https://www.nvidia.com/ko-kr/autonomous-machines/embedded-
systems/jetson-orin/

[6] https://huggingface.co/sshleifer/tiny—gpt2

[7] https://huggingface.co/distilbert/distilgpt2

[8] https://openai.com/index/gpt-2-1-5b-release/

[9] https://huggingface.co/TinyLlama/TinyLlama-1.1B-Chat-v1.0
[10] https://huggingface.co/microsoft/phi-2

[11] https://huggingface.co/Qwen/Qwenl.5-1.8B

[12] Hinton, Geoffrey et al. “Distilling the Knowledge in a Neural Net
work” arXiv preprint arXiv:1503.02531 (2015)
[13] https://huggingface.co/datasets/rajpurkar/squad

[14] Foster, Brett et al. “Evaluating Energy Efficiency of GPUs using
Machine Learning Benchmarks” 2023 IEEE International Parallel and
Distributed Processing Symposium Workshops (IPDPSW) (2023) DOIL:
10.1109/TIPDPSW59300.2023.00019


https://www.edge-ai-vision.com/2025/03/fine-tuning-llms-for-cost-effective-genai-inference-at-scale/
https://www.edge-ai-vision.com/2025/03/fine-tuning-llms-for-cost-effective-genai-inference-at-scale/
https://www.nvidia.com/en-us/autonomous-machines/embedded-systems/jetson-xavier-series/
https://www.nvidia.com/en-us/autonomous-machines/embedded-systems/jetson-xavier-series/
https://www.nvidia.com/ko-kr/autonomous-machines/embedded-systems/jetson-orin/
https://www.nvidia.com/ko-kr/autonomous-machines/embedded-systems/jetson-orin/
https://huggingface.co/sshleifer/tiny-gpt2
https://huggingface.co/distilbert/distilgpt2
https://openai.com/index/gpt-2-1-5b-release/
https://huggingface.co/TinyLlama/TinyLlama-1.1B-Chat-v1.0
https://huggingface.co/microsoft/phi-2
https://huggingface.co/Qwen/Qwen1.5-1.8B
https://huggingface.co/datasets/rajpurkar/squad

