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요 약  
본 논문은 3D Gaussian Splatting(3DGS) 기술을 기반으로, 사용자 인터랙션을 접목하기 위해 실시간으로 변화하는 3차

원 객체의 자세(pose)를 정밀하게 추정하고 이를 동적으로 반영하는 방법을 제안한다. 제안하는 기법은 정적인 객체로부

터 생성된 초기 3DGS 장면을 기반으로 하며, 객체에 이동 또는 회전이 발생했을 때 새로운 시점에서 변화된 객체의 자세

를 추정한다. 이를 위해 기존 Gaussian 들과 새롭게 획득된 Gaussian 들 간의 평균 벡터(mean vector) 차이를 계산하여 

회전(Rotation) 및 이동(Translation) 파라미터를 도출하며, 각 Gaussian 에 고유 식별자(identifier)를 부여함으로써 정합

성과 일관된 대응 관계를 유지한다. 추정된 자세 정보는 기존 3DGS 장면 내 Gaussian 들의 위치와 방향을 동적으로 갱신

하는 데 활용되며, 이를 통해 객체의 움직임을 실시간으로 반영할 수 있다. 본 연구는 3D 영상 콘텐츠 제작, 실감형 인터

랙티브 미디어, 증강현실(AR) 및 가상현실(VR) 시스템 등 사용자 인터랙션이 요구되는 다양한 응용 분야에서 효과적으로 

활용될 수 있을 것으로 기대된다. 

 

Ⅰ. 서 론  

3차원 객체의 자세(Pose)를 정밀하게 추정하는 기술은 

증강현실(AR), 가상현실(VR), 로봇 비전, 디지털 트윈 등 

다양한 실감형 콘텐츠 및 공간 인식 기반 

애플리케이션에서 핵심적인 역할을 수행한다. 특히 

객체가 움직이거나 회전하는 동적인 환경에서, 해당 

객체의 위치 및 방향을 실시간으로 추정하고 이를 

반영하는 기술은 고품질 3D 영상 구현과 몰입형 

입체미디어 제공에 필수적이다. 최근 들어 3D Gaussian 

Splatting (3DGS) 기술[1]은 연산 효율성과 렌더링 품질 

측면에서 주목받으며, 신속한 3D 장면 재구성과 표현에 

적합한 방식으로 평가받고 있다. 그러나 기존의 3DGS 

기반 연구들은 대부분 정적인 장면 구성에 초점을 

맞추고 있으며, 객체가 시점 변화나 자세 변화를 겪는 

상황에서의 동적 업데이트를 다루는 연구는 상대적으로 

부족하다. 특히, 움직이는 객체를 실시간으로 반영하려면 

기존 Gaussian 들의 위치 및 방향을 빠르게 보정할 수 

있는 효율적인 자세 추정 방법이 요구된다. 

이에 본 논문에서는 서로 다른 시점에서 획득된 두 장의 

컬러 영상을 활용하여 객체의 포즈 변화를 추정하고, 

Gaussian들의 평균 위치(mean vector) 차이를 기반으로 

회전 및 이동 파라미터를 계산하는 방법을 제안한다. 

 

Ⅱ. 본론  

본 연구에서는 기존의 방법인 Splatt3R [2]을 기반으로, 

두 장의 자연 이미지로부터 사전 카메라 보정이나 깊이 

정보 없이 직접 3차원 장면을 재구성하고 새로운 시점을 

생성하는 실험을 수행하였다. 아울러, 객체의 자세 

변화를 효과적으로 반영하기 위한 3D Gaussian 기반의 

자세 추정 방법을 제안한다. 제안하는 방법은 서로 다른 

두 시점에서 관측된 3D Gaussian 분포 간의 정합 과정을 

통해 회전(Rotation) 및 이동(Translation) 파라미터를 

추정하고, 이를 바탕으로 전체 Gaussian 장면의 포즈를 

실시간으로 보정하는 방법을 제안한다. 

2.1 Splatt3R을 활용한 3D Gaussian 장면 재구성 

Splatt3R 은 사전 카메라 보정 없이 두 장의 자연 

이미지(스테레오 이미지)만으로 3 차원 장면을 재구성할 

수 있는 제로샷 기반의 딥러닝 모델이다. 본 방법은 

MASt3R 에서 예측된 3D 포인트 클라우드를 기반으로, 

각 픽셀에 대응되는 3D Gaussian primitive의 위치, 회전, 

스케일, 불투명도, 색상 등의 속성을 예측하여 전체 

장면을 Gaussian 분포의 집합으로 표현한다. 예측된 

Gaussian 들은 실시간 렌더링이 가능하며, 새로운 

시점에서도 장면을 자연스럽게 재구성할 수 있도록 한다. 

이로써 Splatt3R 은 복잡한 다중 뷰 또는 카메라 



파라미터 없이도 효율적인 3D 장면 표현과 시점 생성이 

가능하도록 지원한다. 그림 1은 보정 없이 촬영된 이미지 

2 장을 이용하여 3D gaussian 장면을 재구성한 

결과화면이다. 

  

(a) 원본이미지 – 1     (b)원본이미지 - 2 

 

(c)3D Gaussian 장면 재구성 결과 화면 

그림 1． Splatt3R을 활용한 3D Gaussian 장면 재구성 

결과 화면 

 

2.2 Gaussian Mean Vector 추출 및 정렬 

본 논문에서 풀고자 하는 문제는 다음과 같은 범함수 

𝐹 을 최소화하는 어파인 변환 𝐴𝑓𝑓(∙) 를 찾는 최적화 

문제로 표현이 된다: 

   （１） 

여기서 𝐺𝑖
𝑜𝑏𝑗
는 객체의 표현에 사용되는 Gaussian 들이고, 

𝑅(⋅)는 3D Gaussian 을 2D 평면으로 투영하는 함수이고, 

𝐼𝑣 는 시점 𝑣 에서 취득된 영상들이다. 

제안하는 방법에서는 전체 Gaussian 𝐺𝑖
𝑜𝑏𝑗

 들에 대한 

어파인 변환은 Gaussian 들의 평균벡터에 대한 어파인 

변환과 같다는 점에 착안하여 수식 (1)의 문제를 

단순화시킨다. 즉, 먼저 초기 시점에서 획득한 3D 

Gaussian 들은 각자의 위치, 방향, 분산 정보와 함께 

씬을 구성한다. 각 Gaussian 의 중심 위치는 평균 

벡터(Mean Vector)로 정의되며, 이는 개별 Gaussian 의 

공간 좌표를 대표하는 핵심 정보로 사용된다. 이후 

객체가 이동하거나 회전하면 두 번째 시점에서 동일한 

객체에 대해 새로운 Gaussian 들이 생성되며, 이들 역시 

동일한 방식으로 평균 벡터를 계산한다． 

그림 2 와 같이 Gaussian 간 일관된 비교와 정합을 

위해 각 Gaussian에는 고유 번호가 부여되며, P = {p₁, 

p₂, ..., pₙ}와   Q = {q₁, q₂, ..., qₙ}와 같이 시점 간 

1:1 대응 관계를 설정할 수 있다. 초기 Gaussian 들의 

평균 벡터 집합 P 와 이동 후 Gaussian 들의 평균 벡터 

집합 Q 간의 차이를 통해 변환 행렬을 추정한다: 

 3 차원 공간에서 두 점 집합 간의 정합을 위해 

OpenCV 의 cv.estimateAffine3D 함수를 활용한 3D 

아핀 변환 추정 방식을 제안한다. 입력 점 집합 ｛𝑋𝑖｝와 

출력 점 집합 ｛Ｙ
𝑖
｝간의 관계를 기반으로, 회전 행렬 

R 과 이동 벡터 t 로 구성된 아핀 행렬 A = [R | t] ∈ 

ℝ³×⁴를 최소자승법을 통해 계산한다. 각 점에 대해 Y_i 

≈ R·X_i + t 형태로 정렬되며, 최소 4개 이상의 비공평면 

점 쌍이 필요하다. 

 
그림 ２． ３차원 객체 자세 추정  프로세스 

 

또한, 강인한 추정을 위해 RANSAC 기반 방식이 

병행되며, 계산된 자세 파라미터는 기존 Gaussian 

Scene 에 직접 적용되어 실시간 렌더링에 반영된다. 이 

방식은 객체가 지속적으로 움직이는 환경에서도 별도의 

학습 없이 효율적인 자세 추정이 가능하여, 3D 영상 및 

입체미디어 콘텐츠 제작에 효과적으로 활용될 수 있다. 

Ⅲ. 결론  

본 논문에서는 다른 두 개의 영상으로부터 획득된 

Gaussian 들의 평균벡터들 차이를 활용하여 객체의 회전 

및 이동 파라미터를 정밀하게 계산하고, 이를 통해 기존 

3DGS 씬의 Gaussian 들을 실시간으로 갱신할 수 있는 

방법을 제안한다. 

향후 연구에서는 복수 객체 및 복잡한 장면에 대한 

확장, 비강체(non-rigid) 객체에 대한 대응, 그리고 

텍스처 보존 기반 시각 품질 향상 등의 방향으로 연구를 

확장할 예정이다. 
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