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요 약  

 
본 논문은 지리적으로 분산된 환경에서 거대 언어 모델 학습 시 GPU 의 이기종성으로 인해 발생하는 GPU 유휴 문제를 

완화하기 위한 GPU 성능 기반의 배치 크기 및 로컬 스텝 수 조정 기법을 제안한다. 지리 분산 학습 환경에서는 GPU 

성능의 차이로 인해 동기화 시점에 빠른 노드가 느린 노드를 기다리면서 GPU 유휴가 발생하여 자원 활용률이 저하된다. 

이를 해결하기 위해 본 연구에서는 GPU 연산 성능과 메모리 크기를 기준으로 배치 크기 및 로컬 스텝 수를 조정하는 

기법을 제시하고, 이를 실험적으로 평가하였다. 실험 결과, 배치 크기 조정은 GPU 유휴 시간을 오히려 증가시켰으나, 

GPU 성능 기반의 로컬 스텝 수 조정은 GPU 유휴 시간을 약 39% 감소시켜, GPU 자원의 효율적인 활용과 동기화 병목 

완화에 효과적임을 확인하였다. 

 

Ⅰ. 서 론  

최근 자연어 처리 분야에서는 거대 언어 모델(Large 

Language Model, LLM)이 다양한 과제를 효과적으로 

해결하며 높은 성능을 보이고 있다. 이에 따라 기업뿐 

아니라 개인 연구자들도 자신만의 LLM 을 구축하려는 

수요가 증가하고 있다. 그러나 수십억 개 이상의 

파라미터를 가진 LLM 을 학습하기 위해서는 대규모 

GPU 클러스터가 필요하며, 단일 지역 내에서 많은 양의 

GPU 자원을 확보하는 것은 어려움이 있다[1]. 

이러한 한계를 극복하기 위해 지리적으로 분산된 GPU 

자원을 통합해 학습을 수행하는 지리적 분산 학습(Geo-

Distributed Training, GDT)이 주목받고 있다. GDT 

환경에서는 광역 통신망(wide-area network, WAN)의 

낮은 대역폭과 높은 지연으로 인해, 각 노드가 학습한 

그래디언트(gradient)의 동기화 시 병목이 발생한다. 

이를 완화하기 위해 Local SGD[2]나 DiLoCo[3]와 같은 

계층적 최적화기법이 제안되었다. 

하지만 기존 연구는 GPU 의 이기종성(heterogeneity), 

즉 GPU 의 연산 성능 및 메모리 크기 차이를 충분히 

고려하지 않았다. 이로 인해 성능이 뛰어난 GPU 를 갖춘 

노드는 상대적으로 성능이 낮은 GPU 를 갖춘 노드가 

로컬 학습을 완료할 때까지 대기하게 되며, 이는 동기화 

시점에서 GPU 자원의 비효율적인 유휴 시간을 초래한다. 

이에 본 연구는 GPU 연산 성능 및 메모리 크기에 따라 

배치 크기와 로컬 스텝 수를 조정하는 기법을 제안하며, 

GDT 환경에서 GPU 유휴를 줄이고 LLM 학습 효율을 

개선하는 것을 목표로 한다. 

Ⅱ. 배경지식 및 관련 연구 

지리 분산 학습. 지리적으로 분산된 환경에서의 학습은 

모델의 일관성과 안정적인 수렴을 위해 개별 노드가 

학습한 그래디언트에 대한 동기화를 필수적으로 

요구한다. 이때 동기화 과정에서 WAN 네트워크의 

고지연, 저대역폭 특성으로 인해 병목이 발생한다. 

DiLoCo. DiLoCo[3]는 지리적으로 분산된 환경에서 거대 

언어 모델의 효율적인 학습을 위해 계층적 최적화 

기법을 제안한다. 구체적으로, 각 지리 분산 노드는 

사전에 정의된 여러 번의 로컬 학습(스텝) 및 최적화를 

수행하며, 이때는 노드 간 동기화를 실시하지 않는다. 각 

노드가 모두 로컬 스텝 수만큼 학습한 이후, 노드들은 

생성한 그래디언트를 동기화 하기 위해 전역 최적화를 

수행한다. 즉 이러한 계층적 접근법을 통해 동기화 

횟수를 감소시켜 지리 분산 환경에서도 통신 비용을 

최소화하면서 모델의 수렴을 보장하고 학습 효율을 

극대화할 수 있다.  

Ⅲ. 배치 크기 및 로컬 스텝 수 조정 기법 

본 연구는 지리 분산 학습에서 각 노드의 GPU 유휴 

시간을 개선하기 위해 아래 세가지 기법을 통해 배치 

크기 및 로컬 스텝 수를 조정한다.  

A. GPU 연산 성능에 비례하여 배치 크기 조정 

B. GPU 메모리 크기를 고려하여 배치 크기 조정 

C. GPU 연산 성능에 비례하여 로컬 스텝 수 조정 

이를 위해 본 논문에서 사용한 GPU 들의 부동소수점 

연산 성능과 GPU 메모리 크기를 NVIDIA 에서 제공하는 

GPU 성능 지표를 참고하여 정리했다(표 1). 실험을 위해 

총 4 대의 이기종 GPU 를 보유한 노드를 사용하였으며, 

각 노드는 각각 4 개의 GPU 를 장착하고 있다. 

부동소수점 연산 성능의 경우 노드 2 는 BF16 연산 

성능을 기준으로 삼았으며, 나머지 노드는 FP16 연산 

성능 지표를 사용했다. 또한 각 기법의 성능을 평가하기 

위한 기준점(baseline)을 설정하고자 기존 연구를 참고하 

여 배치 크기는 4, 로컬 스텝 수는 100 으로 설정하였다. 



표1. GPU 성능 지표 

노드 

번호 

GPU 정보 부동소수점 연산 성능 
GPU 메모리 

크기(GB) 기종  개수 
FP16 

(TFLOPS) 

BF16 

(TFLOPS) 

1 2080 Ti 4 113.8 - 11 

2 
2080 Ti 3 113.8 - 11 

Titan RTX 1 130 - 24 

3 A30 4 165 165 24 

4 
RTX 3090 2 142 71 24 

V100 2 125 - 32 

 

배치 크기 조정 기법. 노드별 GPU 이기종성을 고려하여 

배치 크기를 조정하기 위한 기법으로 다음 두 가지 기법 

A, B 를 제안한다. 기법 A 는 GPU 부동소수점 연산 

성능에 비례하여 배치 크기를 조정하는 기법이다. 표 

2 는 각 노드별 평균 부동소수점 연산 성능 및 정규화 

성능 지표이다. 노드 1, 노드 3 은 각각 FP16, BF16 

자료형의 부동소수점 연산 성능을 사용했다. 노드 2, 

노드 4 의 경우 다른 GPU 기종이 장착되어 있기 때문에, 

각 GPU 의 부동소수점 연산 성능의 평균을 사용했다. 

이후 가장 작은 부동소수점 연산 성능 값으로 정규화 한 

뒤, 정규화 성능에 비례하게 배치 크기를 조정하였다.  

기법 B 는 각 노드에서 배치 크기를 4 에서 두배씩 

키워가며 out-of-memory 오류가 발생하지 않는 최대 

배치 크기를 탐색했다. 이를 통해 GPU 메모리 자원을 

최대한 활용할 수 있으며, 탐색 및 배치 크기 조정 

결과는 표 2 와 같다.  

로컬 스텝 수 조정 기법. 로컬 스텝 수 조정 기법(이하 

기법 C)은 기법 A 의 방법론을 토대로 정규화 성능에 

비례하게 로컬 스텝 수를 조정하였고, 조정 결과는 표 

2 와 같다. 

 

표2. 노드별 연산 성능 지표 및 기법별 조정 결과  

노드 

번호 

성능 지표 기법 A 기법 B 기법 C 

평균 연산 

성능 

정규화 

성능 

배치 크기 

조정 

배치 크기 

조정 

로컬 스텝 수  

조정 

1 113.8 1.000 4  4 4  8 100  100 

2 117.9 1.036 4  4 4  8 100  104 

3 165 1.450 4  6 4  32 100  145 

4 133.5 1.173 4  5 4  16 100  117 

 

IV. 실험 환경 및 실험 결과 

실험 환경. 본 연구에서는 표 1 에 명시한 4 개의 이기종 

GPU 노드로 지리 분산 학습 환경을 구성하여 실험을 

진행했다. 각 노드는 1G 이더넷을 통해 연결되어 있으며, 

학습에는 LLaMA 기반의 150M 개의 학습 파라미터 

갖는 언어 모델을 사용했다. 전체 학습 스텝 수는 총 

10 회의 동기화 및 전역 최적화를 실시하도록 설정했다. 

지리 분산 학습 실험에는 DiLoCo 연구를 오픈소스로 

구현한 OpenDiLoCo[4]를 각 노드가 서로 다른 배치 

크기 및 로컬 스텝 수를 사용하여 학습할 수 있도록 

수정하여 사용했다. CUDA 는 12.4, GPU 

드라이버는 550.67, Python 은 3.11, Torch 는 2.3.1 

버전을 사용했다. 

실험 결과. 표 3 은 baseline 과 각 제안 기법의 GPU 

유휴 시간을 측정하고 비교한 결과를 나타낸다. 

Baseline 의 경우, 가장 높은 부동소수점 연산 성능을 

갖춘 노드 3(표 1 참조)의 GPU 유휴 시간이 가장 긴 

반면, 상대적으로 성능이 낮은 노드 1 과 2 는 유휴 

시간이 거의 0 에 가깝다는 것을 확인할 수 있다. 배치 

크기를 조정한 기법 A 와 B 의 총 GPU 유휴 시간은  

표3. 기법 별 GPU 유휴 시간 측정 결과 

기법 
GPU 유휴 시간 (초) 총 GPU 

유휴 시간 (초) 노드 1 노드 2 노드 3 노드 4 

Baseline 1.1 0.0 14.6 4.9 20.6 

A 11.9 0.0 14.7 13.8 40.4 

B 6.8 7.2 0.0 14.4 28.4 

C 2.1 0.0 8.6 1.9 12.6 

 

각각 40.4 초와 28.4 초로, baseline 대비 각각 약 96%, 

38% 증가하였다. 이는 배치 크기만을 조정하는 방식이 

이기종 GPU 의 연산 성능 차이를 충분히 반영하지 

못함을 시사한다. 

 반면 로컬 스텝 수를 조정한 기법 C 의 경우 총 GPU 

유휴 시간이 12.6 초로, baseline 대비 약 39% 감소하여 

GPU 자원의 효율성을 향상시켰다. 이는 성능이 뛰어난 

GPU 가 더 많은 로컬 스텝을 수행하도록 하여, 동기화 

지점까지 각 노드에서 소요되는 로컬 학습 시간을 

효과적으로 균형(balance) 있게 조정한 결과라고 해석할 

수 있다. 

V. 결론 및 향후 연구 

본 연구는 지리적으로 분산된 환경에서 거대 언어 

모델의 학습 시 GPU 의 이기종성으로 인해 발생하는 

GPU 유휴 문제를 해결하고자 GPU 연산 성능 및 메모리 

크기를 고려하여 배치 크기와 로컬 스텝 수를 

적응적으로 조정하는 기법을 제안하였다. 실험 결과, 

GPU 성능에 비례하여 로컬 스텝 수를 조정한 기법 C 의 

경우, baseline 대비 GPU 유휴 시간이 약 39% 감소하여 

가장 뛰어난 효율성을 보였다. 반면, 배치 크기만을 

조정한 기법 A 와 B 는 오히려 GPU 유휴 시간이 

증가하여, GPU 이기종성을 해소하는 데 한계를 보였다.  

향후 연구로는 본 논문에서 수행한 로컬 스텝 수 

조정과 배치 크기 조정 기법을 결합한 하이브리드 

접근법을 탐색하고자 한다. 또한 노드 간 네트워크 

특성을 반영한 보다 정교한 최적화 알고리즘을 설계하여 

통신 병목까지 종합적으로 완화할 수 있는 연구를 

진행할 계획이다.  
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