KoBART 714t Seq2Seq RE<S 83 A=AE o7 AL
9148l Eto], U«
SEARREaL AL+ H] o] ] 78} 7}

austin021022@gmail.com, tranthai.army kr@gmail.com, *hkwon.cs@gmail.com(xLAl A 2}

SOP Chatbot Using a KoBART-based Seq2Seq Model

Park Seong Hyeok, Thai, Hyun Kwon
Department of Al Data Science at Korea Military Academy

Q ok
=

oA BI7F QT EHLY, o8t AJF-FARS HA A FAZ A 8 L AL

5] 98l B QAT A=A A 509014 E JSONL HelHA o 2
1S5 AdEte] RAG 7IdE oF A2 A9 58 QnA dHolHE THITh
eq2SeqTrainer® 30epoch W AlZ4 3} batch size 4, learning rate 2e-5, FP16 &%

BN
rl
M
ro
=2
X
2
i)
o
od
o,
o
o
o :?1:‘ )

ﬁ

1

s}&lal, testjsong
KoBARTE Huggin,

®
)
SD
('D
w

AEE Hgo= E%Zﬂ, g5S ¥ H7F 23 BLEU 0.8192, Exact Match 0.7143, ROUGE-1 0.0952% 7]
ato] @ AR AR sy A4 AR AF> Aokl AFS AT o] A2 A= o Fu 74
dol FH-HG-FF A dal AAzE A -dA e Aol 1A E4eh AbAA S %“*Oﬂ 71015 ]
9\}]\

I.4%2 Heb g% HME%—E— 17H§ T %iaﬂi a9 13 e

H o@nliso] A, ALslH £&8S o wel did Al e

&b AstE Ak AbslE 21eA 2 BFe] obd FY

g el et 55 S et ok a¥td A

T gHe] vlEE FAAVR? BHe 4YESs Hrhee &

2z ole ZHATE IARE 7 A solof sk A2 AW

dolt obel b 827k AL stol= Wl AFs =

WEe Ak wHEoln HFFE Fdavh vk agEod dx

ALE 7} QA A sk &4% grel WHel AW ¥yd

A A = gl sHd Zlolth ot ol el e A3

& WA FEE JHAARE det A g R fA ROt

Utk olell, ¥ #HE WHE AHS WA ARS S NE T

A= WA AR W F dEE dvhd Ay HHElA

g dds =g Qs A A=A FHIA=

& ARG dqrg ShEd ALS e olF ez

W, AR, Y, 2l B 39 V182 S8 e

Apom WANA FTIA0E 2E AAL LHE BUL @

om ee

L odely 75 % dAg

1.1 tlelg +5%

A=AL otets dolHe dAg Bk a1& #4357

Aal A& 8 H EE FAYeR T2t tAE FAH

= Rgsn & A7 78 7hs ofF shepel HHo] gle a3 2 AWl H&d AAY oA

o2 AEAZ o5 F of 50H X E HolEHE WIS

FAReR WA A% 74 L FTE FAYe §4 & F e, AEYP  HlFd(supervised fine~tuning)S 93l
Z A M 23 BE 29 Fow)dl F&dte ouEA QA(question—answer) HloJHAE AAHo= S8t 2t
o7 93d HA(chunk)® EHo] JSON ez HH3} x5 2 ® o st JAHQA dao] THOR 2~3F
k. 24 (provenance) B 2 A} 715 A (auditability) o] THA Wy ARS FAggtozA Bdo] thest & F
guns 98, 24 92 gos ZEWS(article), I zo s & UEF FAon, A (answer)> MG =
(clause) 59 Fz=3}e vlElt] ol %E; Frtetgon, % E dddA AR FFdte] 7] BE As B Z2IAE 7N
FEo = table HE FEE Yol sith wEl o] € Eﬂoi ox R ow we-AASGAY. 19 13 L olsiE
W 289 & 74 84 e A Fx dAE fX g 71 98 AW =23l sde WS HEge Ades 19 2
24, o] F dAelA e AE g 9 A HSE %01&74] o} 2

sttt AdE EE "2E dHe 27 A4 Adgd

Python 23 HEE 3] 4= A, &hd=) A3, dA & 1.2 dlelE dA e

FOREA ARE gdAZ HFeged, £33 AEs =FE dlolel AAeE F 7HA WS St A, AL
&3t T8 = 7 AMEE 28] AdEea A A F A2 AFa2 &437] 98] rag_datasetjsonl P =



ot
g
é
_1

ot
g
5|
olﬂ

o] flolEE FxA R I3
s Hdig]' Xﬂ%% 43t JFols AAdety, gsE o
3 Foz AFAdstel RAG A28
o EA A 2 whEid

=4, testjson e H-&F & HuggingFace?]
Dataset P2 oz Wgste] mdl st oz &85t
ey} ™o Z}7 max_length=128 @ truncations % &3}
a1, label& ™ Al&l teacher forcing 71WHe] A= 8t 73S

FA s,

5|

oo
M
X
i
[>
(m

AEAG ool 29S¢ H(Seq2Seq QA) AlUE] 22 FE 3]
Qs BFel 1§ :E-tnE wUel KoBARTE A143)
b durygow ) HE-gA FAE 7 B B 52327
3 Z23 71 A7 OF), 2 AAA HEEo

= =40 At} webd dojel 23 EAld 3
AetiA gug ghE-ackd & ol T @) FHa W
shol H A3 o7 A, 2Ea ATE GE AAe me P

ol 2do] dagrt KoBARTE ¢
Wit =w a2 AbdekrEe] o
2

EE3 EAF WolE =R

stdlon, ol FEA S FAE A=AE o HAES A
g3t d fFEsicta #asdeh BARTS 2+ 19 33

1% 3. BART +&

KoBART®] ¢1= ‘]_D]:H:-] Tr= AR IF
3 ol R B3O F o3t _',] taro A $£3b
> ot}
o |
i=

>,
>

dJRE AT =N G A Q
=X X}?ié%jﬂl et aEla ARG oqfF o
= FZ7F =88, 3 %3lo] 60 T 120 EE
o] AW W7} =t} KoBARTQ] ofubek ol = 29
oA Zolzl BAME F3e ‘Woe Hg'HE 2w A
2te ARE A & Qo 1HE T BEAE
2 AAE AA $HEHES AT F Ao

EN ol o
o
for
g

Ny

e o
[0 2 2L kU rfr rfr 1% o

2d 852 HuggingFace® Seq2SeqTrainers 8314
KoBART =9& vlA 24 (fine-tuning)dE Waloz 35
Aot gy 27] @AlCAE KoBART A2 8h<5(pre-trained)
TteAE B 284 Y wE FHS TR T
F FAHLS GPU Y 2 584 T #EE ngste] wA
F7)(batch size)x= #HXG 48 AAS, <55 (learning
rate)S 2e-52 AR F S5 olE(epoch)S 3037 A
Aate], dolEl Mo £3E Aoyt HES HHa| o4 5
ANEE sth GPU A9 &89 HA3E 93] FPI6 1%”3
U % (floating—point 16) A& A &3l wWEE A4S A
A71a gy S5 FPAIAT B3 st JE dEHE v
oAl Z Fx Al £4ddoss)S 7153t EUHAH Yo, B4
S WAHE 2 HAHY checkpointE #&3dl7] 918 HA epoch

9] w4 checkpoint? fFA3t=% 4t}

gt A= Hr1slr] 9@l train dataol A AHRE QnAel 2
S A Y o] ARog wWalkstol 17 49 7ol
A 2519 o

29 4 FdYolHAA o diEs WP oA

7122 QnA dHlolH 207F F 6718 dgow F&3 99
2ol 379 Ml=d AR oR A HrES AFPsPr. 2
A= ¥ 59 2o

a9 5 HAE

HeolB 2 5873k oA

Eval loss& 0.09032.% 0.037559] train lossel] Hl&] =4
H7EE ok 714 i Hr (32 AdE =3 A
3 29 n-gram A =(precision)E =H3lE= Eval
BLEU(Bilingual Evaluation Understudy):= 0.8192% A&
I A REeE2 £AS S s & F 9
Rdlo] A o] “AY 4% 1R $d3] dXA
S Yel+= Exact Matchs 0714382 =& ASS
AeS A = Qo oo, AR £ Ol AW
o] dol(13)7F drby Wol “ZEHIJEA"(A A=
A) FAHsE gl F(recal) 7] H420 ROUGE-1
(Recall-oriented Understudy for Gisting Evaluation,
unigram)7F 0.0952= Z 2 3to] Awgkol 7HAl= ARl A
o] Feto] A AL & F AUTh  #FEES FTFHo=E
st mde Aga gt 2d& A EHsAE
AAZ AR EZNAM 83 doeEs BF &St d

o= @7 ele,

¥ M1 & =
o R

o Jo
S~

(o
mlo ru[o

m zZ&
2 AT FAF A=At A4 RAG tloHAS +5
stal, KoBART 7]4F Seq2Seq &S Fdl A=AL o 5t
et AAZE WA S 2 AR o) AaEles FE
A3 Ay, 7]AHSE XE<¢ BLEU 0.8192, Exact Match
0.7143, ROUGE-1 0.0952¢] A& &9}, z-a—q_,] o*]'/‘c']%
ety A AR Ade] dF AV oS
3 33;;1\_‘9_. Agc DJ 81—

A Sl e SZ Aol dad @S Ao} 91475@
£ 2 ol HEH sAHoR Q3 AAY QHE ALH 4
WateE o 7198 4 ok oRk vr2 ROUGES A=A 4
ol gt =gkl Aot Hol A SdAIH] U

AnEd
[1] #WaAd, F=3, oliiq (2024-06-26). KoSaul: #o] WE
Aol mdl gigAxEsts &, AT
[2] A, (20 4). Agmﬂ AlS 83 HEAU 29 Ay} 3
Al Waked T 35(3), 401-443. 10.33982/clr.2024.8.31.3.401
(3] waw, &alz,  olA%, DAL (2021-06-23)

KoLegal-BERT: ¥ & LWl =©AE nlo]yds 93 HE 9
T 2. SR ges] dedreey, AF



