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요 약

본 논문은 개방형 무선접속네트워크 (Open RAN)의 개념과 아키텍처를 체계적으로 고찰하고, 그 핵심 관리 플랫폼인 O-RAN Service Management
and Orchestration (SMO)의 실전 배포 과정에서 발생하는 장애 요인과 해결책을 분석한다. Docker와 Helm 환경에서 OSC SMO를 구축하며 발생한
반복적 오류를 체계적으로 식별하고, Pod 아키텍처 분석을 통해 Helm 의존성 충돌, PVC 바인딩 실패, 인증 오류 등에 대한 효과적 대응 방안을

제시했다. 이 연구는 실제 O-RAN SMO 운영을 위한 실용적 모델과 자동화된 운영체계 구축을 위한 기술적 기반을 제공한다.

Ⅰ. 서론

Open radio access network (O-RAN)은 개방형 인터페이스와 모듈화
구조를 기반으로, 상호운용성과 유연성을 제공하는 차세대무선접속망 아
키텍처로주목받고 있다. 이 구조에서 Service Management and Orchest
ration (SMO)은 O1, O2, A1 인터페이스를 통해 RAN 요소, 클라우드 인
프라, 인공지능기반제어계층을통합 관리하는핵심 플랫폼의역할을수
행한다. 그러나 실제 클라우드 네이티브 환경에서 SMO를 설치하고 운영
하는 과정에서는 Helm 차트 간의 의존성 충돌, 외부 이미지 인증 실패,
PVC 바인딩 오류, 인증 설정 누락 등 다양한 구조적 장애 요소가 반복적
으로 발생하고 있으며, 이는 안정적인 서비스 연속성과 자동화된 운용을
저해하는 핵심 요인으로 지적되고 있다[1][2].

본 연구는 O-RAN Software Community (OSC) 기반 SMO 시스템을
Helm과 Docker 환경에 배포하고, 여러 네임스페이스(onap, nonrtric, net
work, keycloak) 내 핵심 Pod들의 연계 구조를 분석했다. 설치 과정에서
발생하는 구성 오류를 식별하고, Helm 분리 배포, 보안 설정 보완 등을
통한 실용적 트러블슈팅전략을 도출했다. 이 결과는 O-RAN SMO의 실
전배포환경이해와자동화된운영체계설계를위한기초자료로활용될
수 있다.

Ⅱ. SMO 구성 및 배포 실증 분석

Open RAN은 다양한벤더의장비간상호운용성을보장하는개방형무
선접속망 (Open Radio Access Network) 구현을 지향하는 표준 기반 아
키텍처로서, 네트워크의유연성및기술혁신촉진에있어주목할만한패
러다임으로 대두되고 있다[3]. 이러한 O-RAN 아키텍처 내에서 SMO는
중앙 제어 플랫폼으로서 기능하며, RAN 요소와의 통신을 담당하는 O1
인터페이스, O-Cloud 및 Near-RT RIC과의 연계를 위한 O2 인터페이스,
그리고 Non-RT RIC 기반의 xApp 관리 및 정책 주입 기능을 수행하는
A1 인터페이스를 통합적으로포함한다[4][5]. 그림 1은 SMO의 주요구성
요소와 인터페이스(O1, O2, R1) 간 관계를 한눈에 이해할 수 있게 한다.
상단의 Service Management and Orchestration Framework는 Non-RT
RIC, Operation, Administration and Maintenance (OAM), 그리고 이들
이 활용하는 O1 Termination 및 O2 Termination 계층으로 구성되며, 각
구성요소는 번호가매겨진 인터페이스를통해상호연결된다. 특히 Near-

RT RIC Framework와 xApp 간의 연계 구조가 명확히 시각화되어 있으
며, 하단의 Managed Functions 영역은 Near-RT RIC과 O-RAN Netwo
rk Functions가 O-Cloud 인프라위에서운영됨을보여준다. 이와같은아
키텍처구성은 SMO가 다양한기능계층간의통합지점을형성하고있음
을 시각적으로 보여주며, 특히 O1, O2, A1 인터페이스를 통해 관리 측과
무선 측을 유기적으로 연결한다.

[그림 1] Management side에서 바라본 O-RAN Architecture

이러한구조적역할에대해 Polese 등은 SMO가단순관리도구를넘어
인공지능기반 네트워크지능화의핵심엔티티로기능함을 분석하였다[4].
그러나 실제클라우드 환경에서는이론만으로설명되지않는 다양한운영
과제가 발생한다. 주요 장애로는 컨테이너 의존성 충돌로 인한 CrashLoo
pBackOff, PostgreSQL 연결 장애, ConfigMap 용량초과, 이미지인증 실
패 등이 확인되었다. 본 연구는 이러한 장애를 분석하고 설정 최적화, 의
존성 재설계 등의 해결책을 도출했으며, SDNC-AAF 연동 시 인증서 만
료가 심각한 서비스 중단 위험을 초래함을 확인했다.

Li 등은 네트워크 슬라이싱프레임워크를제안하며자원격리와맞춤형
정책의 중요성을 강조했다[6]. 이러한 관점에서 SMO는 Non-RT RIC과
O2 인터페이스를 통해 슬라이스 수준의폐쇄 루프 제어(closed-loop cont
rol)를 가능하게 하며, 지능형 네트워크 운영의 중심 역할을 수행한다. 본
연구에서는 xApp 조합과 정책 구성으로 슬라이스간 트래픽 우선순위 조
정을 검증했으며, 이 기능의 안정적 운영을 위해 SMO 내부 정합성과 외
부 시스템 연동이 필수임을 입증했다.

결론적으로 O-RAN SMO 배포는단순 설치를 넘어 OAM, RIC, xApp



간 통합과 외부 시스템 연계를 포함하는 복합 프로세스다. ConfigMap 용
량 한계, Init Container 오류, 인증서 만료같은 문제는 표준 문서에서 충
분히 다루어지지 않으며, 고급 기능 구현을 위해 SMO 내부 통신 경로에
대한 심층적 이해가 필요하다. 본 연구는 SMO 구축을 위한 실질적 설계
및 운영 가이드라인을 제공한다.

Ⅲ. SMO 클러스터 구성과 실전 장애 분석

그림 2는 본 연구에서활용한 O-RAN SMO 시스템의 구성요소를네임
스페이스 단위로 시각화한 도식으로, 전체 시스템이 onap, nonrtric, netw
ork, keycloak의 네 가지주요서브시스템으로구성되어있음을보여준다.
각 네임스페이스는 Kubernetes 기반 클라우드 환경 내에서 기능별로 역
할이분산되어 있으며, Pod 단위로 모듈화되어상호 연계된다. 예를 들어,
onap 네임스페이스에는 Robot Framework 기반 자동화테스트를 수행하
는 onap-robot과 OAuth2 기반 인증 프록시인 onap-onap-oauth2-proxy
가 배포되어 있으며, keycloak 네임스페이스에는 사용자 인증 및 토큰 관
리를담당하는 keycloak Pod와 xApp 배포를 위한 bundle-server가 포함
된다. nonrtric 네임스페이스에는 A1 인터페이스를 시뮬레이션하는 a1-si
m-*, 정책 수립 및 배포 기능을 담당하는 policymanagementservice, 성
능 모니터링을 위한 pmlog가 존재하며, network 네임스페이스의 o-du-*
및 o-ru-*는 각각 DU 및 RU 기능을 가상화하여 RAN 환경을 시뮬레이
션한다. 이러한 구조는 SMO의 마이크로서비스 기반 설계와 높은 확장성
을 반영하며, 실제 클라우드 네이티브 환경에서의 유연한 운영을 가능하
게 한다.

[그림 2] SMO 네임스페이스 배치도

이와 같은 구성 환경에서 SMO를 실질적으로 배포하는 과정에서는 다
양한 장애가 반복적으로 발생하였다. 표 1은 Docker 및 Helm 기반으로
O-RAN SMO를 배포하는 실험 과정에서 식별된 주요 장애 유형과 이에
대한트러블슈팅전략을요약한것이다. 대표적인문제로는 Helm 설치 시
ConfigMap 크기 제한 초과, Chart 의존성 경로 설정 오류, 외부 이미지
레지스트리 인증 실패, PVC 바인딩 지연, 그리고 Pod의 파일시스템 접근
권한 부족 등이 확인되었다. 이에 대한 해결 방안으로는 Helm 템플릿 출
력 후 kubectl apply 방식으로 분리 적용하는 전략, 의존성 경로의 file://
전환, imagePullSecrets 구성, claimRef 수동 패치 및 StorageClass 명시,
그리고 securityContext 및 fsGroup 설정을 적용하였다. 이러한분석은 H
elm 기반 자동화 배포의 구조적 한계와 Kubernetes 연계의 복잡성을 실
증적으로 보여주며, 향후 O-RAN 기반 운영환경의 안정성과 장애 대응

체계 고도화를 위한 기초 자료로 활용될 수 있다.

번호 문제 요약 원인 해결 방법

1
Helm 설치

용량 초과

Helm이 release

정보를 ConfigMap에

저장하면서 크기 초과

helm template →

kubectl apply 방식으로

분리 배포

2
Chart 의존성

경로 오류

@local 경로

인식 불가

file:// 경로로 변경하여

의존성 명시

3
이미지 풀

인증 실패

외부 레지스트리

인증 누락

imagePullSecrets 및

.dockerconfigjson 구성

4
PVC 바인딩

실패

PV에 claimRef 누락,

StorageClass 미설정

kubectl patch pv,

StorageClass 점검

5 Pod 권한 오류
파일시스템

접근 권한 부족

securityContext,

fsGroup 설정 추가

[표 1] 트러블슈팅 전략

Ⅳ. 결론

본 연구는 O-RAN 아키텍처와 핵심 관리 플랫폼인 SMO를 중심으로
관리 계층과 무선 계층 간 상호연계 메커니즘을 실증적으로 분석하였다.
OSC 제공 오픈소스 SMO 구현체를 Docker 및 Helm 기반 클라우드네이
티브 환경에 배포·운영하며 발생하는 구조적 문제점들을 식별하고, 이론
적 설계와 실무 적용 간 기술적 괴리를 정량적으로 평가하였다.
배포 과정에서는 다중 네임스페이스 기반 마이크로서비스 아키텍처와
표준 인터페이스간 연계성이 시스템초기화 및기능 통합의 핵심 요소임
을검증하였으며, SMO 플랫폼이 xApp 통합, 네트워크슬라이싱, 폐쇄루
프제어등고도화된지능형네트워크기능구현을위한중앙제어계층으
로 기능함을 확인하였다.
결론적으로, 이러한 실증적 접근을 통해 도출된 분석 결과는 O-RAN
아키텍처의 구조적 특성과 실제 배포 환경에서 발생하는 기술적 장애 요
인에 대한 체계적 분류와 해결책을 제시함으로써, 차세대 개방형 무선접
속망의 자동화된 운영 환경 구축 및 최적화를 위한 이론적 프레임워크로
서 중요한 의미를 갖는다.
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