CUDA MPS 7|4 GPU A4l £uj7} Multi—cell 5G PHY A% A A% wxe 93 &4
A7HE, A, ol
St A E A A
{jkk&3, jhna, namikim}@etri.re.kr

Performance Analysis of GPU Resource Allocation Based on CUDA MPS in Multi—cell 5G PHY Layer
Processing

Kakyeom Jeon, Jee-Hyeon Na, Nam-I Kim

Electronics and Telecommunications Research Institute

2 o
AT-RAN(Artificial Intelligence Radio Access Network)S 9184 5& &3t VEYA 9] #] 2 A5 HH3E HEZ a1, o|F 93 GPU
7}43} cloud-native %212l SW-defined RANS.29] Hgto] @453 gt} & Ao A& NVIDIAS CUDA 718 Al Aerial TRES &85},

GPU°|A PHY layer 7]5% 435l cuPHY 259 A5S —Hréj sht}. £3], CUDA MPS(Multi-Process Service)E 3] GPU2| SMs(Streaming
Multi-processors) S w=#] 2 o2 £asla A&y o]AS F3) Multi-cell 5G PHY layer 22 Al &A1 &ul7} A28l 214 Al 7Hlatency)oll WX
FeS Hrie,

I. A& [ '
Testvectors: Python:Generate Yaml file and command aptions

% RAN(Radio Access Network)ell gt 171 ghits] s =wA s S I
AI-RAN(Artificial Intelligence RAN) 7]<ol] gt #4lo] F3&3kar gl
t}. AI-RANZ Q1345 7]EE 483t Al vES A A4 #e], 4 [Yaml file: Channel an_..] [Commandoptions
T HA Ay 2§ N 55 sk 2s HEE Sl ol& 4 |
3 71€9] HW 49 RAN 7x& dHolu fdsta &4 7hsd ¥
SW-defined RANCS.Z Z13to] g7t} of2jgk AI-RANS| 54& &4 : Cioubb_gpu_test bench.
317] 918, GPU 7143} cloudnative 4 A8lste] L13} 129 fully +
in-line GPU 715 A Y8l SW 7]uke] RAN -27F A= a1 9)t) i’bui!er-)()(_w: Logs, chann_._}‘ :
71Ee] Ag HW 719e] 7445719} 2el, SW-defined %41 & HW ] S B— p— A
o] Thaak SW MH]Q]EU}-OE A2ES S 5 Q= o 0oy}

Python: Calculate channel latency, visualize ...

FAFA S A L) 2 E3) v)& A7y yES olxzg}o] 1 A% e e e
A S AFet) o]E B3 v 7 Y ES A tel 8 4% 3¢ 1. cuPHY A5 3AES 9% v2E 9% Zyd9g=a
olgh= AHAQ o]He FuF & k. I 2

NVIDIAE ol8et 7|¢4 55 94, GPU 714 715 843 CUD
o

A 7]3]_4 Al Aerial =& ;],jz_g Xﬂ?_]‘ ]_03]:]_[ ] Al Aerial %%ﬂ\%‘\_ cuPHY EE%OHHT‘:‘ NVIDIA Al Aenaloﬂ/\i Zﬂ%’—ﬁ]—{— HSHQI_Sd/{/IES[BEHChGS

H
£ g-gato], multi-cell/multi-channel $H74 4 CUDA 7|8+ MPS(Multi

o} cuMAC®] SW-defined 255 F3ll L2 AlZ o3t RAN 7]52 GP
U 583 5 Qs AAst 53], A% epsel A5 Ag gq Lrocess Service) T SAAA cuPHY ] SHAL A5 A7heT MP
© GPUE off-load SHo.24, Mo HW 3 glojw %o dg] dxe O NVIDIA GPUAA ofef CUDA dZei7leldl = 2 =7} 54
ABE % Sk olF F3) ALRAN 874004 875l s Ae) 5y GPUS S 5 Qe GPUS) aad <lad 5I9] SMs& el 50w
9 22073, ~29EY 584 P AL 27 01, B Hus sl AL 5 QA st 2AEY Alzdlolt) o] F Fdl| o8 Al
A o) u)g) AaHel YEND B4L ead] sk ot 7se  ° O GPUE AT ), SM A S g&¥ o dduol CUDA ke
WA ATE E8-3 HES A oZ, load balancing, E2¥ Ao 59| A mele] BB Aol 7Feshes Ak
S8 e we] 75 A 2 9lon /)& RAN S0 A= T As H2zEx® 18 13 o] MaEn] NIC(Network Interface
a7 ol Y 2HEY Ay 7H 93} QoE(Quality of Experience) Controller)t} L2 layerstel HloJe} a7} glar, TV(Test Vector)t
A ste}l e RS A WS AU 4 S Aow AgHd) Yaml file, 12]3L o] A& A= AHE-8to] cuPHY S| 3 A
& =0l 4= NVIDIA Aerial &33-2] High-PHY layers 7 ddh= = Aedth HE WEels S GPUS) 39 Tk, 1Y 2R,
34 55 cyuPHYS 2-8300], Multi-cell 374014 5G PHY layer #2] stream/graph .=, A 2@ SF 4 5 7]H 348 A4S 5 glon] 7}
£ %83 1 CUDA MPS(Multi-Process Service) 713+ GPU #49) w5t ¥ [PRACH PDCCH, PUCCH, PDSCH, PUSCH, SSBI¥=
o] Alze Aol WAL GEE PAR, 53], GPUS) SMs(Streaming  SUD-contextE sl 84 SMATE AGE T . o1F T

Multi-processors) A4S =g 2 o7 B3ate] ditdto) we} 5G PHY SM A ARG e 2A5kaL 53t Akele] trade-off & #H 482 + )
layere] 79 AQSS Aelahs FAolA BAs= A Azklatency)e] T ANEHCI A TV 2, 2 A Al B FE A, o A

oA WBkeHA Agelol8e FH3hn, o] Fol ALRAN ggoln  H B bufferXXoxt S AR, 012 Fasted 2 Ae)

o] GPU A+ AR} 7FsAe =oat) latency 2 A4 AHS 54& Hrtght,

o= v



027294

PDCCH
+ CSI-RS
= 8cell
 9cell
10cell
1lcell
12cell
13cell
ldcell
15cell
16cell

i

102 107 104
Latency(us, Log scale)

99 2. Cell A5 Wakl T A A A
E 1 AlEHeIA 34 4 slebiE
Parameters Value
Server Dell R760
CPU Intel Xeon Platinum 8580
GPU A100X
NVIDIA Aerial Release 24-1
GPU Power 250W
GPU Clock Frequency 1530MHz
Iteration 1000
Number of Cells [8 9, 10, 11, 12, 13, 14, 15, 16]
Number of SMs [2, 10, 30, 50, 70, 90, 108]
Running Mode Stream mode
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