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Software

Hardware Description
0S Linux Ubuntu 22.02
Cuba Cudall.8.0
Python/Pytorch 310/ 2.1.0
o e
vCPU / RAM (DAPT) 32 vCPU / 250GB RAM

(FT) 18 vCPU / 215GB RAM
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<] conversation| >

<|system|>A] =8l X EXE | endoftext| >,
<Juser| >W3} H-E<|endoftext| >,

<] assistant| >t 3} WH&<]|endoftext|>

<| endofconversation| >

3.2 A% #y
3.2.1 DAPT(Domain Adaptive Pre-Training) %
QLoRA(Quantized Low—Rank Adaptation)
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Parameter Description
r 4
Lora_alpha 32

Target Module
(Trainable Ratio)

q_proj, K_proj, v_proj, o_proj, fc_in,
fc_out (0.2671%)

Lora_dropout 0.05
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