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Method # Params. [M] FLOPs [G/s] Gross Accuracy [%] Fine Error [°]
A-Jddg 5 17 0.47 11.88 88.54 234
A-FJY 5 27] (IPDnet) 0.71 19.35 90.91 2.01
A3 =d 1.49 94 91.31 2.18
3E L AIEC)A dolH Al A wloj ekl Ry Ast mdlo] 59 49 A vl
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