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요 약  
 

본 연구는 통신사의 VOD 월정액 서비스 가입률 향상을 위해 SK브로드밴드의 약 5만 명 고객 데이터를 활용하여 월정액 

서비스 미가입자 중 가입 가능성이 높은 고객을 선별하는 머신러닝 기반 분류 모델을 개발하였다. 고객의 인구통계 

정보와 인터넷·IPTV 사용 패턴 등 43개 변수로 모델을 구축하고, 데이터 불균형 문제를 해결하기 위해 클래스 가중치 

조정과 계층적 교차검증(stratified cross-validation) 기법을 적용하였다. 하이퍼파라미터 최적화와 특성 선택(feature 

selection)을 통해 최적의 모델을 선정하고 미가입자를 대상으로 가입 여부를 예측하였다. 이후 예측된 추천 고객군을 

대상으로 SHAP 분석을 수행하여 가입 예측에 기여한 주요 요인을 식별하고, 이를 대규모 언어 모델(Large Language 

Model, LLM)과 연계하여 고객별 맞춤형 가입 권유 문구(Sales Talk)를 자동 생성하는 프레임워크를 제안하였다.  

 

Ⅰ. 서 론  

통신사의 주요 부가서비스 중 하나인 VOD 월정액 

서비스는 고정 요금을 내면 VOD 콘텐츠를 한 달간 

무제한으로 시청할 수 있는 구독형 서비스이다. 방송 

통신위원회에 따르면, 국내 OTT 시장 규모는 2023년 

5.6조 원에서 2027년에는 7.2조 원까지 성장할 것으로 

전망된다. 미디어 소비 패턴이 실시간 채널 중심에서 

VOD 중심으로 전환되면서, 구독형 VOD 서비스는 통신 

산업 내 전략적 중요성이 증대되고 있다. 

기존 연구에서는 고객의 서비스 가입 여부를 

분류모델로 예측하고, SHAP 분석을 통해 모델의 

의사결정 과정을 설명한 바 있다[1]. 최근에는 대규모 

언어 모델(LLM)을 활용하여 SHAP 분석 결과를 

연계함으로써 모델의 의사결정 과정을 직관적으로 

해석할 수 있도록 하는 방법이 제안되었다[2]. 본 

연구는 통신사의 VOD 월정액 서비스에 대해, 머신러닝 

기반 이진 분류 모델을 활용하여 미가입 고객 중 가입 

가능성이 높은 추천 대상을 예측하고, 고객별 SHAP 

분석 결과를 LLM과 연계하여 개인화된 가입 권유 

문구(Sales Talk)를 자동 생성하는 프레임워크를 제안 

한다. 본 연구의 차별점은 예측 모델의 해석 결과를 

개인화 추천 문구 생성으로 연결하여 실제 마케팅 

액션화함으로써, 데이터 기반 마케팅의 실질적 효과를 

높이는 데 있다. 이를 통해 예측 모델의 설명력을 마케팅 

실무에 직접 활용함으로써, 서비스 가입률 향상과 마케팅 

효율성 제고에 기여할 수 있을 것으로 기대한다. 

Ⅱ. 본론  

1. 데이터 EDA 및 전처리 

본 연구에서 모델 학습과 평가에 사용된 데이터는 

2025년 2월 기준 SK브로드밴드의 고객 중 층화 

표본추출(stratified sampling)을 통해 수집된 약 5만 

명의 데이터이다. VOD 월정액 서비스 가입자와 

미가입자가 함께 있는 데이터로 고객의 독립변수들에 

따라 월정액 서비스 가입 여부를 학습시켜 모델이 

가입자와 미가입자를 분류하도록 하였다. 독립변수(X)는 

총 43개로, 인구통계학적 특성(연령대, 성별, 가입 지역 

등), 서비스 가입 정보(인터넷 및 IPTV 상품명, 셋톱박스 

모델명, 서비스 가입 기간 등), 그리고 미디어 소비 

행태(실시간 채널 및 VOD 시청 시간 등)로 구성되어 

있다. 종속변수(Y)는 'PPM_YN'으로, VOD 월정액 

서비스의 가입 여부를 나타낸다. 전체 고객 중 가입자 

(Y)와 미가입자(N)의 비율은 약 1:8.1로, 심각한 클래스 

불균형(class imbalance)이 존재하였다. 

독립변수들 중 월정액 서비스 가입 여부에 영향을 

미치는 변수들을 탐색한 결과, 서비스(인터넷/IPTV) 

가입 기간, 키즈 가구 여부, IPTV와 모바일 페어링 여부, 

실시간 채널 시청 시간 등의 값에 따라 유의미한 가입률 

차이가 나타났다. 특히 VOD 시청 등급 및 구매 등급과 

같은 VOD 관련 변수들에서 가입률의 큰 차이를 

보였는데, 이는 월정액 서비스의 이용 이력이 VOD 

시청·구매 기록에 포함되기 때문으로 해석된다. 한편, 

VOD 구매 이력이 없으나 시청 시간이 존재하는 

고객군도 확인되었으며, 이는 무료체험 이용 고객임을 

확인한 후 ‘ FreeTrial’ 이라는 파생 변수를 추가 

생성하였다. 

데이터 전처리 과정에서 25개 변수의 공통 결측치를 

포함한 637개 행을 제거하고, 나머지는 변수 특성에 

따라 수치형은 중앙값 또는 0, 범주형은 ‘ 기타’ 로 

처리하였다. 변수 간 상관관계를 분석하여 절댓값 기준 

0.7 이상의 높은 상관성을 가진 변수들 중 의미가 

중복되는 5개 변수를 제거하였고, 정답의 의미를 

내포하고 있는 변수 역시 제외하였다. 또한, 수치형 변수 

중 분포 상 극단적으로 큰 이상치가 확인된 변수는 상위 

1%를 기준으로 클리핑(clipping) 하여 극단 값의 영향을 

완화하였다. 범주형 변수에는 레이블 인코딩(label 

encoding)을, 수치형 변수에는 표준화(standardization) 

를 통해 스케일링 처리하였으며, 종속변수(Y)는 이진 

분류를 위해 Y와 N을 각각 1과 0으로 변환하였다. 



2. 모델링 및 결과 

본 연구에서는 불균형 데이터에서도 효과적인 성능을 

보이는 트리 기반 앙상블 분류 모델인 XGBoost 

Classifier, CatBoostClassifier, LGBMClassifier, 

RandomForestClassifier 총 4개의 모델을 비교 실험 

하였다. 전처리가 완료된 49,363개의 데이터는 층화 

추출(stratified sampling)을 통해 학습용과 테스트용 

데이터로 4:1 비율로 나누었다. 학습 데이터에 대해서는 

Stratified K-Fold 방식의 5-Fold 교차검증을 적용하여 

모델의 일반화 성능을 확보하고 클래스 불균형 문제에 

대응하였다. 

불균형 데이터 문제를 완화하기 위해, XGBoost 

Classifier, CatBoostClassifier, LGBMClassifier에는 

클래스 가중치 파라미터인 scale_pos_weight를 적용 

하였으며, RandomForestClassifier에는 class_weight 

='balanced' 설정을 사용하였다[3]. 

각 모델의 하이퍼파라미터는 Optuna를 활용하여 

교차검증에서 Class 1의 평균 F1-score를 최대화하도록 

최적화하였다. 이후 각 모델의 feature importance를 

기준으로 상위 k개의 변수를 선택하는 방식으로 Feature 

Selection을 수행하였으며, k= 30~43 구간에서 교차검증 

기반 Class 1의 F1-score 평균값을 비교하여 가장 높은 

성능의 k로 최종 feature 개수를 선정하였다. 본 연구는 

소수인 양성 클래스의 가입자를 정확히 분류하는 것이 

목적이므로 교차검증 기반 평균 Class １의 F1-score와 

PR-AUC를 주요 평가지표로 삼았다. 

 
Class 1 

Precision 

Class 1 

Recall 

Class 1 

F1 

PR-

AUC 

XGBoostClassifier 

(k=32) 
0.7168 0.7049 0.7107 0.7782 

CatBoostClassifier 

(k=36) 
0.6895 0.7275 0.7078 0.7709 

LGBMClassifier 

(k=34) 
0.6944 0.7273 0.7104 0.7723 

RandomForestClass

ifier (k=41) 
0.6825 0.7206 0.7009 0.7563 

[표 1] 분류 모델 교차검증 평균 성능 결과 

네 모델 중 교차검증에서 F1-score와 PR-AUC 값이 

가장 높은 XGBoostClassifier를 최종 모델로 선정하였고, 

테스트 세트의 성능은 F1-score 0.6988, PR-AUC 

0.7685로 나타났다. 최종적으로 선정된 32개의 X 변수 

데이터로 모델 구축과 미가입자 예측을 수행하였다. 

3. 고객별 SHAP 분석 

학습한 XGBoostClassifier 모델로 2025년 4월 기준 

새로운 전체 미가입자 고객 43,892명의 월정액 서비스 

가입 여부('PPM_YN')를 예측하였고, predict_proba 0.5 

이상인 2,138명을 가입(Y=1)으로 예측하였다.  

[그림 1] 고객 SHAP 분석 결과 예시 

실제로는 미가입 상태이나 모델이 가입자로 예측한 이 

고객군을 가입 추천 대상으로 선정하고 2,138명 고객별 

SHAP 분석을 하였다. SHAP 분석은 모델의 예측 결과에 

각 변수가 미친 영향력을 수치화하여 나타낸 것으로, 

값이 클수록 가입자로 예측하는 데 긍정적인 영향을 준 

것으로 해석할 수 있다[4]. 그림 1은 추천 대상 고객 한 

명의 SHAP 결과를 시각화한 예시이다. 

4. 고객별 맞춤형 Sales Talk 생성 

SHAP 분석 결과는 서비스 가입 추천의 근거로 

활용되며, OpenAI API에 전달된 입력 변수는 전체 32개 

중 성별, 연령대 등 추천 근거로 사용하기 어려운 

15개를 제외한 17개 변수에서 추출하였다. 고객별로 

해당 17개 변수에서 SHAP 값이 양수인 변수 중 상위 

3개를 선택하였으며, 선정된 변수명과 값들을 API에 

전달하고 프롬프트 엔지니어링을 수행하였다[5]. 

모델에게 “ VOD 월정액 서비스를 권유하는 세일즈 

매니저” 라는 역할을 부여하고, 전달된 변수와 값이 어떤 

고객 특성을 의미하는지 이해를 돕기 위해 “ VOD 시청 

시간 등급: 1~3은 시청 시간이 많은 고객” ,” 실시간 

채널 시청 시간: 179 이상은 TV 시청 시간이 많은 

고객” 과 같은 해석 기준 정보를 제공하였다. 

또한 다양한 고객 특성 조합과 그에 따른 영업 멘트 

예시를 함께 제공하는 few-shot prompting 기법을 

적용하였다. 총 5개의 예시를 제시한 뒤, 추천 대상 

고객의 SHAP 결과를 입력으로 사용하여 고객 특성에 

맞는 맞춤형 문구를 생성할 수 있도록 하였다. 아래는 

실제 생성된 Sales Talk 예시이다.  
예시) SHAP 결과 키즈 가구 여부: Y,  VOD 시청 시간 등급: 1, 

한달 실시간 채널 시청 시간: 243시간인 고객 

Sales Talk: 고객님 안녕하세요. 고객님께서 VOD 시청 시간이 

많으신 점을 고려할 때, 월정액 서비스는 더 많은 콘텐츠를 

경제적이고 편리하게 즐기실 수 있는 좋은 방법입니다. 특히, 

키즈 콘텐츠를 무제한으로 이용할 수 있어 아이들에게도 큰 

즐거움을 줄 수 있습니다. TV를 자주 시청하시는 고객님께 

다양한 콘텐츠를 부담 없이 제공하는 VOD 월정액 서비스, 한번 

고려해보시면 어떨까요? 

Ⅲ. 결론  

본 연구는 통신사의 VOD 월정액 서비스 가입률 

향상을 위해 머신러닝 기반의 가입 추천 고객 예측 

모델을 개발하고, SHAP 분석을 통해 예측 결과에 대한 

설명력을 확보하였으며, 이를 바탕으로 대규모 언어 

모델(LLM)과 연계하여 고객별 맞춤형 Sales Talk를 

자동 생성하는 프레임워크를 제안하였다. 향후에는 실제 

마케팅 적용 후의 고객의 전환율 분석 및 모델의 마케팅 

성과 평가까지 확장될 수 있을 것이다. 
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