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Fig 1. Depth Map-based 2D-to-3D Conversion Framework
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Fig 2 left) Depth map generated from original image, right) Depth
map generated from compression image
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