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for Transitional Activity Recognition
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Network(FCN) 7|4k R dlo] dense o|FolA F2
s BoFE vl AuH2]. o] 3 dense oF EE
AAZ AHE 2 muld SAAME 8 JMeA ol
=2 olE HElAE AAFT dEE AMES
7

B omgolAE A4 N ol 53 A4 Roplx ARA4T 45E FAl nHF FCN s
wdg AT ALY nue vE mde] 4T A Aol ¥l gAFo gl s
TE 78% AT HAPT &78 dolgls 283 43 Ao, ket 2 7]&E FCON tiv] o=
2.46%, "IE F1 0.48%, 7V B F1 2.18% MA&gth 53] A8 54 AN =& JFges
noFglon, ol A& Aol Fod AW T4 U4 & Bob % muld AN A8 AL
A A
LA FAF AT Aelel FAF AFL Frhek At
= wde] px 9 A $4Le a9 13 Lt
A dolgd AAE #EF AT 54 A4 (human _ ;
activity recognition, HAR) 71%< A&, 44 24 & oo syio Preprocessing e e Recomiton
tepel dAzAel R 2nE 7] Sg HokolA A A )\ g =
FaAol wokAm ATH1]. 58 UThFE AN ZAE A | | £ -
58 AAD wolEHdA, 2 A w9z AA BELE I RIEHE RS
%8 dense o5 WAo] FEWAL i} o] WAL F LSl g H e s Bl 2 LR E
bl Az ofd] B Fesst EFE A, 2 AR IR HEIN =
Fe A W F43 AdHE w4 mo gUs HELEL AL =T e ER
za3te o EohHolth H2el= Fully Convolutional O L U
T N TTw

J8 1M 22 #= 8 M2 b

F mdo]l goyHErH(3]. E =EME 7]E& FCN 2.2 A% do|EA
TZ[2] A 2] (depthwise seperable) .
A 10 A Geel mwl Aokl s o HAPTI[5] ®lolEl4le UCI-HAR dlo]gAe] 3
AT 4]S ALt 2 AEIE i, #H2 . -
A% =27 g $AAS uHrl AsEs wAE HHo =z, 19 ofA 48 Alel 30 8ol A HlolHE
gloo wolt} ¥l 9o, 3 F  JFEEA(accelerometer) 2
Apo] = A5 X (gyroscope) AAE AFgEe] = HAY
of lely AL 3 7kA A4 54, 3 7HA T4 s, 9
I Ee 6 7FA A3 FZH(stand-to-sit, sit-to-stand F)
xgtatm, 53] dE 42 B4 9D 524 F&ed v
2.1 At 24 574 Agre] 2 FU1E MAERR T 3P AE Fe
Aok mde 7|E FON[2] 72Z 7wtow o, FHT =d¥ wEE mlth
7% FCN & 6 7He] 4w A3 6 Ao Ao 5 2.3 Axg € A7} A%
Asoem FAHEH, HAF T Ase LZEHA . o b m e tate
B35 FrE Abgste]l AAG ARE AES dFeeE SR A8 VI S5 71E[6]S watstel
dense %<& Fa@th. B =RoAE sE FON =4, AT B AW delH®: REgith f/—f.i% dlolE <
wde § Ao FHF AZS BT oy Ha B xE HAE lees Z2-Hs AarsE
FAFoR gAStd =@ JEn A WA gepy  TIANLN, AR AwE AAx= wd@Ey] S
" &deld A= VWS Ae&eel. d=Es
A71= 64 = AL FHS A&sHA &t A



#H7t Ax2E A (accuracy), "IZZ Fl(macro
averaged F1), 7}F5%] H+ Fl(weighted average F1)&
R =
2.4 2% A3 4 B4

Aet 2dy FCN ¢ HAPT dloJE|AleAe &
s Frhskdem 1 1 o s.oksgl. At 2E
FCN oiv] #&ug +& oF 78% ZFolWAZ A
0.865, WA= F1 0.6691, 7} #A+ F1 0.8639 & ¥
T8 X ®AA FCN ti¥] 53 455 el
22 Fl 9 Ae MAL S 5438 49
2 F¥zd gigk dFe] avdozr FIHISS
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1. 27 5 Hu
Macro Weighted
Model Accuracy Averaged F1 Average F1 Parameter
FCN 0.8416 0.6643 0.8421 48,876
Proposed 0.865 0.6691 0.8639 10,892

a9 2 9 29 3 & &% dH(confusion matrix) =,
12 7FA M5 & gk &7 A4S vebdY. Alds
mde o A3 =2 E3] Stand-to-Sit(86.9%), Sit-
to-Lie(64.8%), Stand-to-Lie(87.1%)°l A FCN
2d(81.6%, 55.8%, 72.3%)°l W8 ZZ 5.3%, 9%,
23 14.8% =2 A EE BT

FCN Yao

STANDING 19 00 02 04 00 10 01 00 00 03 00

STTING 1.7 00 00 01 00 63 01 01 00 01 00

LAYING 01 00 01 00 00 01 00 00 00 40 00

WALKING 02 01 08 160 126 07 14 37 35 09 19
WALKING_UPSTARS 05 14 14 322 88N 92 15 01 19 61 02 07 - 60

WALKING_DOWNSTARS 00 05 07 41 86 [0l 38 02 56 00 253

Actual

STAND_TO_SIT 23 141 00 04 04 02 m 02 01 00 06 00
sTTosTan0 02 01 00 01 00 00 23 00 01 216 00 E
sTToLE 01 21 00 99 71 24 61 05@101 48 10
uUETO ST 08 13 00 147 135 117 29 82 67 88 17 27 -20
STANDTOUE 06 01 00 00 00 00 08 260 00 00 EEEN 00

UETOSTAND 00 13 06 53 59 MO8 10 22 03 18 01 40

Prediction

J2 2. FCN 22| =5 HH

Proposed

kg

STANDING 20 00 00 00 OO O1 02 00 00 08 00

STTING 18 00 00 00 00 105 01 00 00 01 00

LAYING 00 00 00 00 01 06 00 00 05 00 00

WALKNG 08 00 19 86 291 128 02 13 49 69 12 44
WALKING_UPSTAIRS 04 12 19 210 MESN 138 13 03 47 59 00 20

WALKING_DOWNSTARS 00 10 12 12 54 ‘\ 09 33 30 80 00 267

Actual

STAND_TO_SIT 14 10 00 00 00 00 00 00 00 05 00
sTTosTaNo 02 00 00 00 00 00 33 00 00 240 00
sTToE 03 03 00 63 43 08 07 48 71 82 23
UETOST 03 11 00 85 78 39 17 14 237 38 41 35
STANDTOUE 08 01 00 00 00 00 01 17 01 00 0.0

UETOSTAND 01 18 07 23 32 M68N 09 22 05 21 01 382

Prediction
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HhH Walking $2He] 4% FCN(58.2%)°] H]&l A<t
mde nuzy 3o AHF41.3%)% HJAAW 2 9
Standing, Laying, Walking Upstairs ¢} Z& A%, %3
AN A e BF eSS vERTH

HAPT
Aord wae yjE
H#ZrH FE Fo|HAME EE FQ A FoA 3+
%S Yeldt. 53] Stand-to-Lie, Sit-to-Lie %
1o K3 ZHA FCN RHUp &2 2F HIn s

NSstel A8 B4 ANNAY s FHL FAsh
FF AveldE tgd 4% =P 2Fe HAR
SEEAC Agata, Add mue Aus s
Grrstast k.
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