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요 약  

 
본 논문에서는 센서 기반 인간 동작 인식 분야에서 경량성과 성능을 동시에 고려한 FCN 기반 

모델을 제안한다. 제안 모델은 기존 모델의 합성곱 계층을 깊이별 분리 합성곱으로 대체하여 파라미터 

수를 78% 감소시켰다. HAPT 공개 데이터셋을 활용한 실험 결과, 제안한 모델은 기존 FCN 대비 정확도 

2.46%, 매크로 F1 0.48%, 가중치 평균 F1 2.18% 개선하였다. 특히 전환 동작 인식에서 높은 정확도를 

보여주었으며, 이는 전환 인식이 중요한 인간 동작 인식 응용 분야 및 모바일 환경에서의 적용 가능성을 

시사한다. 

 

Ⅰ. 서 론  

최근 웨어러블 센서를 활용한 인간 동작 인식(human 

activity recognition, HAR) 기술은 재활, 낙상 감지 등 

다양한 헬스케어 및 스마트 기기 응용 분야에서 

중요성이 높아지고 있다[1]. 특히 다양한 센서로부터 

획득한 시계열 데이터에서, 각 시점 단위로 신체 활동을 

예측하는 dense 예측 방식이 주목받고 있다. 이 방식은 

하나의 시퀀스에 여러 동작 클래스가 포함된 경우나, 

짧은 시간 내 급격히 전환되는 동작을 보다 정밀하게 

포착하는 데 효과적이다. 최근에는 Fully Convolutional 

Network(FCN) 기반 모델이 dense 예측에서 좋은 

성능을 보여준 바 있다[2]. 이러한 dense 예측 모델은 

실시간 처리 및 모바일 환경에서도 활용 가능성이 

높지만 이를 위해서는 연산량과 메모리 사용을 줄인 

경량 모델이 요구된다[3]. 본 논문에서는 기존 FCN 

구조[2]에 깊이별 분리(depthwise seperable) 

합성곱[4]을 적용하여 모델 경량화를 수행하고, 짧은 

전환 동작과 같은 움직임을 보다 정확하게 포착할 수 

있음을 보인다. 

 

Ⅱ. 본론  

2.1 제안 모델 

제안된 모델은 기존 FCN[2] 구조를 기반으로 한다. 

기존 FCN 은 6 개의 합성곱 계층과 6 개의 최대 풀링 

계층으로 구성되며, 최종 합성곱 계층은 소프트맥스 

활성화 함수를 사용하여 시계열 시점별 행동을 예측하는 

dense 예측을 수행한다. 본 논문에서는 기존 FCN 

모델의 6 개의 합성곱 계층을 모두 깊이별 분리 

합성곱으로 대체하였다. 또한 입력과 첫 번째 깊이별 

합성곱 계층 사이에 합성곱 계층을 추가하였다. 제안된 

모델의 구조 및 처리 과정은 그림 1 과 같다. 

 

그림 1. 제안 모델 구조 및 처리 과정 

2.2 실험 데이터셋 

HAPT[5] 데이터셋은 UCI-HAR 데이터셋의 확장 

버전으로, 19 에서 48 세의 30 명의 피험자 데이터를 

포함하고 있으며, 3 축  가속도계(accelerometer) 및 

자이로스코프(gyroscope) 센서를 사용하여 수집되었다. 

이 데이터셋은 3 가지 정적 동작, 3 가지 동적 동작, 및 

6 가지 전환 동작(stand-to-sit, sit-to-stand 등)을 

포함하며, 특히 전환 동작은 정적 및 동적 동작에 비해 

측정 시간이 짧은 주기를 가지므로 동작 간 샘플 수의 

극심한 불균형 분포를 보인다. 

2.3 전처리 및 평가 지표 

본 논문에서는 피험자 기반 분류 기준[6]을 참고하여 

훈련, 검증 및 실험 데이터로 구분하였다. 학습 데이터의 

평균과 표준 편차를 기준으로 Z-점수 정규화를 

수행하였으며, 원본 신호를 시퀀스로 분할하기 위해 

고정된 슬라이딩 윈도우 기법을 적용하였다. 윈도우 

크기는 64 로 설정하고 중첩은 적용하지 않았다. 성능 



평가 지표로는 정확도(accuracy), 매크로 F1(macro 

averaged F1), 가중치 평균 F1(weighted average F1)을 

채택하였다. 

2.4 실험 결과 및 분석 

제안 모델과 FCN 의 HAPT 데이터셋에서의 분류 

성능을 평가하였으며 표 1 에 요약하였다. 제안 모델은 

FCN 대비 파라미터 수를 약 78% 줄이면서도 정확도 

0.865, 매크로 F1 0.6691, 가중 평균 F1 0.8639 로 모든 

주요 지표에서 FCN 대비 우수한 성능을 나타냈다. 특히 

매크로 F1 의 성능 개선은 클래스 불균형 환경에서도 

소수 클래스에 대한 예측이 효과적으로 수행되었음을 

보여준다. 

표 1 . 분류 성능 비교 

Model Accuracy 
Macro 

Averaged F1 
Weighted 

Average F1 
Parameter 

FCN 0.8416 0.6643 0.8421 48,876 

Proposed 0.865 0.6691 0.8639 10,892 

 

그림 2 와 그림 3 은 혼동 행렬(confusion matrix)로, 

12 가지 세부 동작에 대한 분류 성능을 나타낸다. 제안된 

모델은 짧은 전환 동작, 특히 Stand-to-Sit(86.9%), Sit-

to-Lie(64.8%), Stand-to-Lie(87.1%)에서 FCN 

모델(81.6%, 55.8%, 72.3%)에 비해 각각 5.3%, 9%, 

그리고 14.8% 높은 정확도를 보였다. 

 

 

그림 2 . FCN 모델의 혼동 행렬

 

그림 3. 제안 모델의 혼동 행렬 

반면 Walking 동작의 경우 FCN(58.2%)에 비해 제안 

모델은 비교적 낮은 성능(41.3%)을 보였지만, 그 외 

Standing, Laying, Walking Upstairs 와 같은 정적, 동적 

동작에서 우수한 분류 성능을 나타냈다. 

 

Ⅲ. 결론  

본 논문에서는 기존 FCN 기반 인간 동작 인식 모델에 

깊이별 분리 합성곱을 적용한 경량 모델을 제안하였으며, 

HAPT 데이터셋을 활용하여 그 성능을 평가하였다. 

제안된 모델은 기존 FCN 모델에 비해 약 78%의 

파라미터 수를 줄이면서도 모든 주요 지표에서 우수한 

성능을 나타냈다. 특히 Stand-to-Lie, Sit-to-Lie 등 

짧은 전환 동작에서 FCN 보다 높은 분류 정확도를 

기록하여 전환 동작 인식에서의 성능 향상을 확인하였다. 

향후 연구에서는 다양한 행동을 포함한 복잡한 HAR 

응용문제에 적용하고, 제안된 모델의 일반화 성능을 

평가하고자 한다.  
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