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요 약  

 

본 논문에서는 ISAC(Integrated Sensing and Communication) 시스템의 성능 평가를 위한 기존 지표인 Mutual 

Information(MI)과 Cramér-Rao Bound(CRB)의 특성과 한계를 분석하고, 이를 보완할 수 있는 새로운 성능 

지표로 Fisher 정보 기반 Mutual Information(FMI) 을 제안한다.  

 

Ⅰ. 서 론  

최근 통신과 센싱 기능을 동시에 수행하는 ISAC 

(Integrated Sensing and Communication) 시스템이 

차세대 무선 통신 분야에서 주목받고 있다. 이에 따라 

ISAC 시스템의 성능을 효과적으로 측정하고 최적화할 

수 있는 성능 지표의 필요성이 대두되고 있다. 대표적인 

기존 성능 지표로는 Mutual Information(MI)과 Cramér-

Rao Bound(CRB)가 있으며, 각각 통신 및 센싱 성능을 

대변하는 지표로 널리 활용되어 왔다. MI 는 채널 응답 

자체를 Gaussian 확률변수로 가정하기 때문에 실제 

시스템이 추정하려는 파라미터(parameter) 자체의 

정보를 정확히 반영하지 못하는 한계가 있다. 그러나 

MI는 통신 성능 지표인 SINR과 유사한 구조를 가지므로, 

최적화 과정이 상대적으로 간단하다는 장점이 

있다[1],[5]. 반면 CRB 는 파라미터 추정 오차의 하한을 

나타내므로 센싱 성능을 정량적으로 해석하는 데 

유리하나, SINR 과 다른 수학적 형태로 인해 최적화 

구조에 바로 활용하기 어렵다는 단점이 있다.[3],[4] 

이에 본 논문에서는 이러한 한계를 보완하고자, Fisher 

Information 을 기반으로 Mutual Information 을 재구성한 

Fisher-based Mutual Information (FMI) 지표를 

제안한다. FMI 는 파라미터에 대한 정보량을 나타냄과 

동시에, 통신 성능 최적화 구조와의 연계가 가능하다는 

장점을 갖는다. 본 논문에서는 제안된 지표의 수식 유도, 

해석적 의미, 그리고 기존 MI 및 CRB 기반 성능 

지표와의 비교를 통해 FMI 의 유용성을 이론적으로 

분석한다. 

Ⅱ. 본론  

본 논문에서는 다음과 같은 레이더 시스템 모델을 

기반으로 분석을 진행한다 

System model: 
𝑌 = 𝐺𝑋 + 𝑍 

여기서  

𝑌 ∈ ℂ𝑀×𝑇는 수신 신호 행렬, 

𝑮 ∈ ℂ𝑀×𝑁는 채널 응답 행렬, 

𝑿 ∈ ℂ𝑁×𝑇는 송신 신호 행렬, 

𝒁 ∈ ℂ𝑀×𝑇 는 잡음 행렬이며, 각 성분은 독립적인 

complex gaussian 분포 𝐶𝑁(0, 𝜎2)을 따른다고 가정한다. 

M은 수신 안테나 개수, N은 송신 안테나 개수, T는 시간 

또는 펄스 수를 의미한다. 

채널 응답 행렬 𝑮는 다음과 같이 모델링 된다. 

𝐺 = α𝑏(θ)𝑎𝐻(θ) ≜ 𝐴(θ) 
𝛼 ∈  ℂ은 타겟의 복소 반사 계수, 

θ는 추정 대상인 parameter 

𝐛(θ)와 a(θ)는 송신 및 수신 어레이의 steering vector 

이다. 

이와 같은 모델 하에서 parameter 𝜃 에 대한 추정 

정확도의 이론적 하안은 CRB 를 통해 표현될 수 있다. 

CRB 는 fisher information 의 역에 의해 정의되며, 

스칼라 parameter 𝜃에 대해 다음과 같이 표현된다. 

Var(θ̂) ≥ [ℐ(θ)]−1 

𝐽(θ) = 𝐸 [(
∂

∂θ
log 𝑝 (𝑌; θ))

2

] 

이를 정리하여 유도하면 CRB 는 다음과 같은 형태로 

나온다.[4] 

σ2 + tr(𝐴𝐻 (θ)𝐴(θ)𝑅𝑥 )

2𝐿 [tr(𝐴𝐻̇ (θ)𝐴̇(θ)𝑅𝑥) + tr(𝐴𝐻 (θ)𝐴(θ)𝑅𝑥) − |tr(𝐴𝐻̇(θ)𝐴(θ)𝑅𝑥)|
2
]
 

SINR 의 식은 다음과 같다. 

γ𝑘 =
|ℎ𝑘𝑤𝑘

𝐻 |
2

∑ |ℎ𝑘𝑤𝑘

𝐻 |
2𝐾

𝑖=1,𝑖≠𝑘 + σ𝐶
2
 



 

따라서 CRB 는 통신 성능 방식과 동시에 

optimization 하기 어려운 것을 알 수 있다. 

Sensing mutual information 은 다음과 같이 

정리된다.[5] 

 MI = 𝐼( 𝑌; 𝐺 = 𝐴(θ) ∣ 𝑋 ) = 𝐻( 𝑌 ∣ 𝑋 ) − 𝐻( 𝑌 ∣ 𝐺, 𝑋 ) 

=
1

2
log det (𝐼 +

1

σ2 𝑋𝐻𝐸[𝐴(θ)𝐴𝐻(θ)]𝑋). 

형태를 봤을 때 SINR 과 매우 유사한 목적 함수를 같는 

것을 확인할 수 있다.[1],[6] 

이제 우리가 제안하는 FMI 식은 다음과 같다.  

θ ∼ 𝑁(𝜇𝜃 , 𝜎𝜃
2) 

기존 MI 는 channel response 와 observation 의 MI 를 

구해 parameter 와 직접적인 상관 관계를 찾기 

어려웠지만 FMI 는 parameter 와 observation 의 MI 를 

구하여 좀 더 직관적인 방식이라고 할 수 있다. 이와 

같은 접근은 최근 ISAC 분야에서 robust 

beamforming 이나 rate-splitting 기법의 확장과 결합될 

수 있는 기반을 제공한다 [2], [3]. 

𝐼( 𝑌; θ ∣ 𝑋 ) = 𝐻( 𝑌 ∣ 𝑋 ) − 𝐻( 𝑌 ∣ θ, 𝑋 ) 

𝑝( 𝑌 ∣ θ, 𝑋 )는 non gaussian 이므로 Taylor expansion 을 

이용하여 선형화 한다. 

𝐴(θ) ≈ 𝐴(μ0) +
∂𝐴(θ)

∂θ
|

θ=μ0

(θ − μ0) 

따라서 우도 함수는 다음과 같이 근사화 된다. 

𝑝( 𝑌 ∣ 𝜃, 𝑋 ) ≈ 𝐴(μ0)𝑋 +
∂𝐴(θ)

∂θ
|

θ=μ0

𝑋(θ − μ0) + 𝑁 

이를 통해 엔트로피를 구하면 MI 의 식이 다음과 같이 

나타나는 것을 확인할 수 있다. 

𝐼( 𝑌; θ ∣ 𝑋 ) ≈
1

2
log (1 +

σθ
2

σ2 𝑋𝐻 (
∂𝐴(θ)

∂θ
|

θ=μ0

)

𝐻

(
𝜕𝐴(𝜃)

𝜕𝜃
|

𝜃=𝜇0

) 𝑋) 

이때 fisher information matrix 의 형태는 다음과 같다. 

𝐽(𝜃) =
1

σ2 𝑋𝐻 (
∂𝐴(θ)

∂θ
)

𝐻

(
∂𝐴(θ)

∂θ
) 𝑋 

따라서 위의 형태는 MI 식 안에 fisher information 

matrix가 담겨있다고 해석할 수 있다. 따라서 이는 MI와 

CRB 의 장점을 전부 이용한 방법이라고 생각할 수 

있다.[6] 

Ⅲ. 결론  

본 논문에서는 기존 ISAC 시스템 성능 지표인 Mutual 

Information(MI)과 Cramér-Rao Bound(CRB)의 

구조적 한계점을 분석하고, 이를 보완하기 위한 

Fisher 정보 기반 Mutual Information(FMI)을 

제안하였다. 제안한 FMI 는 파라미터 θθ 가 Gaussian 

분포를 따른다는 가정 하에, channel response 가 아닌 

parameter 자체와 observation 간의 상호정보량을 

정의함으로써 기존 MI 대비 더욱 직관적인 성능 

해석이 가능하다. 또한 Taylor 전개를 통한 선형 근사 

기법을 적용함으로써, FMI 는 CRB 처럼 파라미터 추정 

정확도를 정량화할 수 있는 동시에 MI 와 유사한 

수학적 구조를 가지게 되어 통신 시스템 설계에서의 

최적화 관점에서도 유리한 특성을 지닌다. 

따라서 FMI 는 통신과 센싱 기능을 통합하는 ISAC 

시스템에서, 성능 평가 지표로서뿐만 아니라 시스템 

최적화를 위한 설계 지표로도 활용될 수 있는 

가능성을 보여준다. 이는 FMI 가 MI 와 CRB 의 장점을 

결합한 새로운 해석 프레임워크로서, 향후 다양한 

ISAC 응용 시나리오에서 실질적인 성능 개선을 

도모할 수 있는 기반이 될 수 있음을 의미한다. 
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