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요 약  
 

본 논문에서는 딥러닝 기반 객체 인식 및 추적 기술을 결합하여 군중 밀집도 및 이동 동선을 실시간으로 분석하는 통합 

시스템을 제안한다. YOLOv8 모델을 통해 영상 내 사람 객체를 검출하고, DeepSORT 알고리즘을 통해 실시간으로 객체 

추적을 수행하며, APGCC 모델을 활용해 정지 이미지 상의 군중 수를 정밀하게 추정한다. 제안된 파이프라인은 고밀도 군중 

환경에서도 정확한 인원 계수와 이동 경로 파악이 가능하며, 실시간 처리 성능을 갖춘 것이 특징이다. 본 논문에서는 객체 

탐지 및 추정 시스템의 구조와 핵심 기능을 기술하고 군중이 밀집된 환경에서의 실험 결과를 바탕으로 안전 관리 및 공간 운영 

효율화에의 활용 가능성을 제시한다. 

Ⅰ. 서 론  

1.1 연구 배경 및 필요성 

군중 밀집도 분석은 다양한 분야에서 중요한 역할을 한다. 

특히 대규모 행사나 복잡한 도심 공간에서는 실시간 인구 

밀집도 파악을 통해 사고를 예방하고 안전을 확보 해야한다. 

예를 들어, 군중 밀집도가 지나치게 높으면 압사 사고 등의 

위험이 증가하므로 사전에 이를 감지하고 대응할 수 있어야 

한다. 또한, 군중의 이동 동선 분석은 공간 설계나 운영 

효율화에 활용될 수 있다. 사람들이 많이 모이는 구역이나 

이동 경로를 파악하면, 시설 배치나 안내 동선을 최적화하여 

오프라인 공간의 운영 효율을 높일 수 있다. 이처럼 군중 

밀집도와 이동 흐름에 대한 정확한 분석은 안전 관리에 활용될 

수 있다. 
Ⅱ. 실험 설계 

2.1 데이터셋 구성 

본 연구에서는 두 가지 주요 데이터셋을 사용하였다. 첫째는 

ShanghaiTech Part A 데이터셋으로 군중밀집도 및 

인원계수를 예측하는 모델을 학습시켰다. ShanghaiTech 

Part A는 주로 번화가나 공공행사에 촬영된 것으로 밀집도가 

높은 경향을 띄고있다.  

둘째, 객체 추적 알고리즘을 평가하기 위해 다양한 환경에서 

수집한 AI Hub 영상 데이터셋을 구축하였다. 또한 객체 인식 

및 추적 알고리즘 학습을 위한 사람의 바운딩 박스와 군중 

수에 대한 레이블을 부여하여 학습 및 평가에 사용하였다. 

표 1. 데이터셋 구분 

데이터셋 구분 학습 모델 개요 (특징) 

ShanghaiTech 

Part A APGCC 모델 고밀도 군중 이미지 

머리 위치에 점 주석 

AI Hub 영상 

데이터셋 YOLO v8 모델 
 

프레임데이터 바운딩 

박스 및 Id 라벨 

2.2 실험 내용 

본 실험에서는 딥러닝 기반 객체 인식 알고리즘을 활용해 

군중 밀집도를 분석하고 실시간 영상에서 사람 탐지 및 동선 

추적 데이터를 적재할 수 있는 전체 파이프라인을 구축했다. 

 
2.3 실험 모델 

본 실험에서는 2 가지 주요 딥러닝 모델 및 알고리즘을 설계 

및 구현하였다: 객체 인식을 위한 YOLO v8, 군중 밀집도 

추정을 위한 APGCC 모델, 객체 추적 및 재식별을 위한 

DeepSort기법을 파이프라인에 포함하였다. 각 구성 요소의 

세부 내용은 다음과 같다. 

2.3.1 YOLO v8 - 객체 인식 

사람 등을 탐지하기 위해 최신 객체 검출 모델인 YOLO 

v8을 활용하였다. YOLO v8은 anchor-free 방식의 

decoupled head를 도입하여 검출 정확도를 높이면서도 연산 

효율을 유지하도록 설계되었다.YOLO v8을 파인튜닝하여 각 

프레임의 사람 수를 1차적으로 검출하고, 검출 결과는 군중 

밀집도 분석과 추적 모듈의 입력으로 활용된다. 

2.3.2 APGCC모델 - 군중 밀집도 분석 

APGCC모델을 사용하여 영상 내 사람 수를 추정하였다. 

APGCC는 P2PNet과 유사한 포인트 예측 기반 구조에 

Auxiliary Point Guidance(APG) 및 Implicit Feature 

Interpolation(IFI) 모듈이 추가된 형태이다 VGG-16모델 

활용하여 ImageNet 사전학습 가중치를 초기값으로 사용하고, 

이후 군중 데이터에 맞춰 미세 조정하였다. GPU 

메모리한계를 고려하여 하이퍼 파라미터로 Batch size는 8로 

설정했다. Epoch 수는 3500까지 학습을 진행하여 정확성을 

확보하고자 하였다.  

옵티마이저는 Adam을 사용하였고, 초반 500 epochs 

동안은 워밍업(warm-up)으로 학습률을 점진적으로 상승시킨 

후 이후에는 plateau 스케줄러를 통해 검증셋 오차 감소가 

정체되면 학습률을 줄이는 전략을 취하였다.  

손실 함수로는 포인트 회귀의 L1 손실과 분류의 이진 교차 

엔트로피(BCE) 손실을 사용하고, 두 손실을 균등 가중합하여 

최종 손실을 구성하였다. 학습 과정은 300 에폭 단위로 중간 

결과(예측 출력 시각화, MAE/MSE)를 모니터링하며 

진행했고, 최종 에폭에서의 모델을 평가에 사용하였다. 

2.3.3 DeepSort - 객체 추적 

개별 사람들의 실시간 동선을 추적하기 위해  DeepSort 

알고리즘을 적용하였다.  DeepSort는 앞서 사용한 YOLO 

검출 결과(프레임별 바운딩 박스)를 입력으로 받아, 동일한 
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객체(사람)가 시간 연속 프레임에서 어느 경로로 이동하는지 

ID를 부여하며 추적했다. DeepSort를 통해 얻은 데이터를 

활용해 특정 시간 동안 사람들이 가장 많이 지나간 경로를 

파악하여 동선 히트맵으로 표현할 수 있다. 

 
그림 1. YOLO v8 + DeepSort 구조도 설계 

Ⅲ. 실험 결과 및 성능 분석 

3.1 군중 계수 모델(APGCC)의 성능 평가 

구현된 APGCC 기반 군중 계수 모델을 ShanghaiTech Part 

A 데이터셋으로 평가한 결과 MAE (Mean Absolute Error)는 

48.73명, MSE (Mean Squared Error)는 76.74명이 기록됐다. 

또한 해당 모델 성능을 평가하기 위해 밀도 맵 기반 모델 

CSRNet과 포인트 기반 모델 P2PNet모델의 성능을 비교하면 

다음과 같다. 
표 2.군중밀집도 모델 성능 비교 

Model MAE MSE 

APGCC 48명 76명 

CSRNet 68명 115명 

P2PNet 52명 85명 

 

 이는 한 이미지당 사람 수를 약 ±48.7명의 오차 범위로 

예측함을 의미하는데, 해당 데이터셋의 인원수가 수천 명까지 

분포하는 것을 감안하면 상당히 낮은 오차다.  

특히 극도로 밀집된 이미지(인원 1000명 이상)에서도 

APGCC는 예측값이 실제값 대비 ±5% 이내로 근접하는 

경향을 보였다. 이는 APGCC의 APG 전략 덕분에 학습 시 

혼잡한 영역에서도 누락이나 중복 예측이 줄어든 결과로 

해석된다. 

3.2 객체 탐지(YOLO v8) 및 추적(DeepSort) 성능 

YOLOv8 객체 탐지 모델을 혼잡한 거리 영상에 적용한 

결과는 다음과 같다. 추적 성능은 Multi-Object Tracking 

Accuracy (MOTA)와 ID Switch 수를 기준으로 평가하였다.  
 

표 3. 객체 탐지 및 추적 성능 비교 

Model MOTA ID Switch 

기존 Tracking 방식 50.9% 2474 

Deep Sort 71.2% 116 

Strong Sort 79.6% 101 

 
기존 방식에 비해 DeepSORT의 Re-Identification 모듈을 

통해 이러한 오류가 효과적으로 감소되었다 ID Switch 수만 

보면 다소 많아 보일 수 있으나, 테스트 영상이 수많은 인원이 

동시에 이동하는 약 5분 길이의 복잡한 거리 영상이라는 점을 

감안하면 이는 매우 우수한 수치다. 또한 누락되는 경우는 

주로 매우 심한 가림이나 이미지 경계 부분에 얼굴 일부만 

나오는 경우 등이었다. 참고로 최신 모델인 Strong SORT는 

MOTA 79.6%, ID Switch 101회를 기록하지만, 연산량이 

많아 본 연구의 실시간 환경에는 적합하지 않았다.  

전반적으로 YOLOv8 + DeepSORT 모델은 각 인물의 이동 

경로를 일관된 ID로 안정적으로 추적하며, 개인 단위의 이동 

동선을 높은 정확도로 획득할 수 있음을 확인하였다. 

 

4. 결론  

본 연구에서는 딥러닝을 활용한 객체 탐지 기술을 활용하여 

실시간 군중 분석 및 동선 추적 시스템을 구현하였다. 

YOLOv8 객체 탐지와 DeepSORT 추적을 통해 복잡한 영상 

환경에서도 다수 개인의 위치와 이동 경로를 정확히 파악할 

수 있었고, APGCC 기반 군중 계수 모델을 적용하여 정지 

영상에서의 인원 추정 정확도를 높였다. 이 연구가 가지는 

사회적 시사점은 크게 두 가지로 정리된다.  

첫째, 군중 밀집도 실시간 분석을 통해 오프라인 공간의 

안전성 강화에 기여할 수 있다. 예를 들어, 대규모 행사장에서 

본 시스템을 도입하면, 실시간 인파 밀집 모니터링으로 위험 

수준을 조기에 감지하고 관리자가 즉각 대처함으로써 사고를 

예방할 수 있다. 

둘째, 방문객의 동선 데이터와 밀집도 정보를 활용하여 운영 

효율화를 달성할 수 있다. 상업 공간이나 박물관, 공항 등에서 

사람들이 몰리는 구역과 시간대를 파악하면, 인력 배치나 시설 

운영을 수요에 맞게 조정할 수 있어 자원 활용의 최적화가 

가능하다. 

향후 연구로 더욱 복잡한 시나리오(예: 카메라 다중 설치 

환경에서의 영역 간 이동 추적등)에 대한 확장 연구, 그리고 

모델 경량화 및 최적화를 통한 임베디드 시스템 실시간 처리 

구현 등이 있다. 그럼에도 불구하고, 본 연구가 제시한 군중 

밀집도 중심의 객체 인식 기술 프레임워크는 다양한 분야에서 

안전하고 지능적인 공간 관리를 가능케 하는 초석이 될 것으로 

기대한다. 
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