haryun.sejong @gmail.com, hyeonsu.sejong @gmail.com, *kimjh@sejong.ac.kr

Study on Robotic Arm Motion Policy Learning in Simulation
and Transfer to Real Robots Through Domain Randomization

Jeong Ha Ryun, Oh Hyeon Su, Kim Jae Ho*
Sejong Univ.

o ok

a5
B =dAE 71 374 B8 AlE 0lE 9 IsaacSimol|A] PPOL 1254 A}%é} A 2329 Kinova Gen39
B34 ols AAE S5AH L, B /S E TR R nptolrb Egete el E ]?l ddslE A4t g
g A7) Tojo)l APHE ALH] $u steE AANS 717 AA 23] Mol wo] B2t ATES u|wsh B
o} A3 Ada 2l Al A8 G| Hr oAk 0.02005m, =W s uA g é’i‘,‘ o] A}t 0.046%BmE 7] =8}
o =rQl Wkl {3 *é% 158kt & AT 7Y 3 AlE o] 7k AR o] AA 7 Ho] 7heAE wmole
WS A, &% 54 AolE 39 9 53 AQleze ) AT Wk Zﬂ/‘]ﬁf}‘i}.

.48

Az 239 A4S MY BRI 58 T A4 B Holshe

Sim2Real’ 71'e] #48] Q75|51 QLHLL Y 7He AA BANA

HolelE #stel 232el AAS A1 whlel wlsh A7) 37, v
3 7

i)
rlo
—
192}

Qo

Qo

o

|22
3,
&2
i
s
rlo
=
o
=]

=84 5
ol Ags] YA gtk 183 B4 RE S4 oA 1Ea g3
o A% FATA T 28 B4 B4 g 4gs] I F gl
W& [saacSim®] 7P 2RI AA 2R AoplA el Aol 7} EAG &
o} olefgt afol & Qlal 7Md 3 Eu] AlEHolA S VRte R Shrd A4 =
A& AA 870l ol A Bl Mol Az Hol=li= Aol & T8 1 2XEd S¥4 oF ¥4
g, Ao, AA 2ol &2 o] AatEE A ‘Sim2Real Gap'o] HA & 2 A} woitt 2AF A7} 7P Al Bol A A4 7ke] B, Ao,
FHAL o= sAs] SR o T Fdel wEH SAS Bt g4 2o gas 2942 A8 Sim2Real Gap "ol Ak, & =]
o el et 22 A& BRshes Hee S WKL g o)z gas) 99 e wAA B RSS2 89 Wl
o] AP ATHEL o] 715 Aot 3r5d FAo] 54 el 34 A 2R state mol APE S wolet, 1 aHE AYH oz BA
A B g A A AR FASES dukstE  glrk

v ° gt} AolAE 7 34 TsaacSimol A PPOY e 55 AHE-3te] 63
B =80 M IsaacSimol A %E] AlEH OIS 7|k R Sh5E L A 2379 Kinova Gen3® ZEA o]% A4S il-{d:s].ui uﬂ o]],qﬁg
¢ A AL A 2] AP mAe AL 47 A4 634 7 AR W) 23] B uj/Mis thekalels

Kinova Gen3 &3-Z] o] 0}04 51%1: ol g4 WE FATL T T gg= gge9y.

AAe g2 Avkg vlasha Ao A el dEste] SRS HY [ Qimel e AAe Wy R a5 4 g, WAaAe] Ars

Hog AZs), 4096701 Zlo] st=slo] Sgwet i £ HellX 7 E84¢0S &
QlatieHe). webA E At 409679 HEs g 0w A S-S 1)

0. 22 A1, Axs oy 2o oy iyt AlekE ) 2R B ujjd

7P Aol S 2B ol AAS A4 2o A& A T 79 FA A o] wpR A, 8 SHH R v gska



Distance Histogram with Success Threshold & Stats
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