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요 약  

 
본 연구에서는 Jetson 임베디드 시스템 기반의 CNN-LSTM, 1D CNN 및 MLP 모델을 활용하여 이상 트래픽 감지 

시스템을 구현하고, 보안적 응용 가능성을 평가한다. 제안하는 구조는 실시간 처리와 저전력 동작이 가능하며, 침입 탐지 

시스템(NIDS), 제로데이 공격 탐지, 암호화 트래픽 분석, 엣지 기반 보안 등에 활용될 수 있다. 실험 결과, 경량화된 모델 

구조가 엣지 디바이스에서도 GPU 가속을 통하여 높은 감지 정확도를 유지하며 안정적인 실시간 성능을 보였다. 본 

연구의 1D CNN, MLP 모델의 경우 추후 FPGA 기반의 하드웨어 가속기 적용을 통해 확장 가능성 또한 가지고 있다. 

 

 
Ⅰ. 서 론  

최근 고속화된 네트워크 환경에서 발생하는 다양한 보

안 위협은 정형화된 시그니처 기반의 탐지 방식으로는 

대응하기 어려운 경우가 많다. 특히, 제로데이 공격, 암호

화된 트래픽 내 이상 행위 등은 사전 정의된 규칙만으로

는 실시간 탐지가 불가능한 경우가 많아, 머신러닝 기반

의 이상 트래픽 감지 기술에 대한 연구가 활발히 진행되

고 있다.  

이상 트래픽 감지는 비정상적인 트래픽 흐름을 실시간

으로 식별함으로써, 침입 탐지 시스템(NIDS), 암호화된 

데이터 흐름 분석, 고속 네트워크 내의 QoS(Quality of 

Service) 보장 등 다양한 보안 요소와 직접적으로 연결

된다. 특히 QoS는 단순한 서비스 속도 이상의 문제로, 

실시간성이 요구되는 자율주행, 전술 네트워크, 산업 제

어 시스템에서는 이상 트래픽이 서비스 지연 또는 중단

을 유발할 수 있어, 이를 사전에 탐지하고 대응할 수 있

는 경량화된 시스템이 필수적이다. 

본 연구에서는 NVIDIA의 저전력 고성능 임베디드 플

랫폼인 Jetson AGX Xavier에서 동작 가능한 CNN-

LSTM[1], 1D-CNN[2] 및 MLP[3] 기반 트래픽 이상 탐지 

모델을 포함한 시스템을 제안하고, 이를 실시간 네트워크 

환경에 적용 가능한지 시험하였다. Jetson은 ARM 기반

의 CPU와 CUDA를 지원하는 GPU를 통합한 플랫폼으로, 

엣지 컴퓨팅 환경에서의 신경망 추론 처리에 최적화되어 

있으며, 전력 소비를 최소화하면서도 높은 연산 성능을 

제공한다. 

제안하는 시스템은 트래픽의 시계열 특성을 학습하여 

이상 패턴을 실시간으로 검출할 수 있으며, CPU 또는 

GPU 기반 서버 환경 없이 독립적으로 동작이 가능하여 

엣지 기반 보안 시스템으로서의 활용 가능성이 높다. 또

한, 구조 중 CNN 단독 구조 또는 MLP 모델은 향후 

FPGA 기반의 하드웨어 구조로 확장이 용이하며, QoS 보

장을 위한 실시간 트래픽 감시·제어 시스템으로 적용할 

수 있다. 

이러한 점에서 본 연구는 이상 트래픽 감지를 통한 보

안 강화와 함께, 고신뢰 실시간 네트워크 서비스를 위한 

QoS 유지 기술로의 확장이 가능한 임베디드 시스템 구

조를 제안한다는 점에서 학술적 및 산업적 기여를 동시

에 제공한다.  

 

Ⅱ. 본론  

2.1. 데이터셋 

본 연구에서는 University of Queensland에서 제공하

는 NF-BoT-IoT 데이터셋을 활용하였다. 이 데이터셋은 

UNSW-BoT-IoT의 NetFlow 기반 버전으로, 실제 IoT 

환경에서 발생 가능한 다양한 공격 유형(DoS, DDoS, 

Reconnaissance, Theft 등)과 정상 트래픽(Benign)을 포

함한다.  

전체 데이터는 학습:검증:테스트를 60:20:20 비율로 

분할하여 실험을 수행하였다. 한 가지 고려점은 전체 데

이터셋 중 비정상(Attack) 클래스가 약 97% 이상을 차

지하며, Benign 데이터는 상대적으로 매우 적다는 점이

다. 이러한 클래스 불균형은 학습 모델의 일반화 성능에 

영향을 줄 수 있으며, 이 때문에 정상 상태를 이상으로 

오분류하는 현상(false positive)이 관찰되었다. 

 

2.2. CNN-LSTM, CNN, MLP 기반 이상 탐지 모델 

본 논문에서는 시계열 데이터에서 이상 징후를 탐지하

기 위해 CNN-LSTM 하이브리드 모델[1], 1D-CNN 모델
[2], MLP 모델[3] 총 3가지 모델을 구현하였다. 

본 논문에서 제안하는 시스템 아키텍처는 Figure 1과 

같다. 모델은 Jetson AGX Xavier 환경에서 PyTorch + 



CUDA 기반으로 구동되었으며, 학습 또한 엣지 디바이스

에서 직접 수행 가능하도록 설계되었다. 서버 기반 학습

이 가능함에도 불구하고, Jetson 내 GPU를 활용하여 20 

Epoch 기준 수 분 이내 학습이 완료되는 수준의 속도를 

확보하였다. 
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Figure 1. 전체 시스템 아키텍쳐.  

 

 

2.3. 이상 탐지 성능 결과 및 한계 

C-LSTM, CNN, MLP 각각의 모델을 노트북용 CPU, 

Jetson의 CPU 및 GPU로 성능을 평가한 결과는 Table 

1과 같다. MLP 모델의 경우가 가장 높은 정확도를 보였

고, CNN 기반 모델에서는 C-LSTM 모델에서 LSTM 계

층을 제거한 1D CNN 단독 구조를 적용한 결과, 샘플 길

이가 짧은 시계열 데이터의 특성으로 인하여 CNN 기반

의 특징 추출만으로도 93%의 이상 탐지 성능을 확보할 

수 있음을 확인하였다. 임베디드 GPU에서의 추론 속도

가 임베디드 CPU에 비해 향상되었음을 확인하였고, 노

트북용 CPU보다는 느린 이유는 파라미터와 층 수가 적

은 네트워크 구조가 QoS 탐지에 보통 사용되는데 이는 

병렬 처리할 요소가 적기 때문으로 분석된다. 

Table 1. 하드웨어 환경 별 모델 성능 

 

2.4. 경량 구조의 확장 가능성 

실험을 통해 CNN 단독 구조 또는 MLP 모델 등의 경

량화 모델로 이상 트래픽을 효과적으로 탐지할 수 있음

을 확인하였다. 이 결과는 추후 FPGA 기반의 파이프라

인 구조로 하드웨어 가속기를 설계한다면 더 높은 성능

의 가속 효과를 얻을 수 있을 것으로 보이며, Jetson과 

같은 GPU 엣지 디바이스뿐만 아니라 정형화된 고속 보

안 시스템 아키텍처로의 이식 가능성을 제시한다. 

 

Ⅲ. 결론  

본 연구에서는 이상 트래픽 감지를 통한 보안 강화 및 

실시간 네트워크 서비스를 위한 QoS 유지 기술로의 확

장이 가능한 이상 탐지 모델을 임베디드 플랫폼인 

Jetson 에서 CNN-LSTM 하이브리드 모델과 LSTM 계

층을 제거한 1D CNN 단독 모델로 구현하여 CNN 단독

구조가 이상 트래픽을 효과적으로 탐지할 수 있음을 확

인하였다. 추후 Cross-Validation 와 같은 기법을 통해 

과적합을 방지하고 모델의 일반화 성능 및 분류 정확도

를 향상시키고자 한다. 

본 논문에서 제안하는 이상 트래픽 감지를 위한 임베

디드 시스템 구조가 추후 Jetson 과 같은 GPU 엣지 디

바이스뿐만 아니라 FPGA 기반의 하드웨어 가속기에서 

파이프라인을 추가하는 확장이 가능하며, 이를 적용함으

로써 실시간 고속 네트워크 환경에서의 보안 강화에 기

여할 수 있음을 시사한다.  
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C-LSTM[1] 

Parameter 748,962 

Accuracy 93 % 
학습 

(1 Epoch, 

512 batch) 
01m 50s - 02m 09s 

추론  

(1 batch) 
1.37ms 8.86ms 1.85ms 

CNN[2] 

Parameter 73,122 

Accuracy 93 % 
학습 

(1 Epoch, 

512 batch) 
26s - 35s 

추론  

(1 batch) 
0.28ms 2.80ms 1.09ms 

MLP[3] 

Parameter 9,794 

Accuracy 95 % 

학습 

(1 Epoch, 

512 batch) 
05s - 12s 

추론  

(1 batch) 
0.05ms 0.22ms 0.25ms 


