EY o] BAE AR

CNN-LSTM 7]dt dHt= A" $£F A<t

LIG 92¢

kiyoun.ryu@lignex1.com, *jonghan.kim@lignex]1.c

CNN-LSTM Based Embedded System

om

for Real-Time Traffic Anomaly Detection and QoS Maintenance

Ryu Ki Youn, Kim Jong Han*
LIG Nexl.

ok

Q
JD

2 Ao Jetson YHlH= A2l 7)wke] CNN-LSTM, 1D CNN @ MLP 22& g@f3te] oA Eg= 71X
Az TR, B 8 b BB Adst FxE AN A 449 Bl ek, 19 89X
A|Z=EI(NIDS), AlZde] ¥4 x|, &5l EfE 4, oAx 7|qt Hel Fo &89 4 gv}, A3 A3, Zzstd =g
FE7F QA el 2o AE GPU A4S Béhel £ 4 AREE fA50] rgHel AARF %S norh ¥
979 1D CNN, MLP 29| 3¢ F% FPGA 7ol sh=dlo] 7147 482 %) 83 /154 E=3 /Ha v

I.A & FPGA 7|dke] =90 Fx2=2 ggo] go|dtH, QoS K

AT ngsa MEND Beld s g w TE HEAAE SAR ) Aznes Aee
‘&0‘1?3—8— Xéiéﬁ‘riﬂo Ay %E7lﬂ_94 =34 H‘iqgi}f TO]*%% QoA B ATl olg Hed 7S e u
Hiesty) ofet 7t Wl 5ol ARl SH HE o st g, oz ANg dEAD Anas 9a
stel S ) ol A9 Se Ak ol spHmoesn 3 G L wad @A AL g 4T
£ OAARE BT B A9 wop, waled s QoS X ZlEmel Sl shew aivits AaE
o o} Edlg 4 sl%el tie Aot gwel gy oF ATREE Al S S Akds sias e
3 9k of A|Fge},

ol EYY AXE vHdAHd EYY 5SS AL
om Aagons, 19 ¥A AxdNDS), gasa L EF
golg 32 A 3ud& dEYT U9 QoS(Quality of 2.1. dlolgAl
Service) B& 5 thefst ®Bol Q49 Ao A4 B AFo) A= University of Queenslandol]A] #|-&3}
Hrh 53] QoS ©Edt MHla &% ool BAR, & NF-BoT-loT dolEjAl& 28313tk o] dolgale
AA ol 8 FHE AETH, de UEYF, 4 A UNSW-BoT-I0T¢ NetFlow 7|8k Hjdo = AA [oT
o] A|2HEloAE o)At Eggo] MulA xd EE Fut Ao A WA T gt FA {58 (DoS, DDoS,
S FEg = 9, olF AR gXetn deE 4 U Reconnaissance, Theft )3} A E#=(Benign)& X
= Aate A 2ge] "oy}, gratct.

2 AFe A= NVIDIAY AdE 34des dud= & A dolHe AT HZEE 60:20:120 HER2
AEZ2l Jetson AGX Xavierdld ## 7}53 CNN- w3ete] AES gt ¢ A nEH-e AA -
LSTMM! 1D-CNNP 2 MLPB 71wt Egjg o] € olE| Al & H|AA(Attack) ZEA7F oF 97% o) AS =
Rag ¥3sk A|2E"S A, oE AAZF MESY A A5t™, Benign HI°|H & Adldoz uwg Hri= Hol

Ao HE 71s8A AT} Jetsone ARM 7]Rb th olgdt Fa BEaEe g mule] Awal Aol
o] CPUS CUDAE A 3ts GPUE &3 ZRFo=z, JFS & F 3lon, o] uife] A FHE ooz
Nx] HFE SAHNAMY AAY F2 Ao FH A3 o] Q738 | (false positive)o] ¥2E o
on, A8 2HE HAFSHAME B2 dib AeS
A&t} 2.2. CNN-LSTM, CNN, MLP 7]4} o]A} g% »d

Atsls Al2~"le Edge] AAE 5SS 453519 2 =FodAE AAE dolEolA o] AFE ©X3}
ol HES AAzter HEY 4 glen, CPU E& 7] 918 CNN-LSTM 3slelBzl= malll 1D-CNN 2d
GPU 719k AW 87 glo] S ow Fae] shsstel  PLMLP 2alBl % 37b4 wds Fdsgl

" B mRoA AekslE AlAE o}7]8lA = Figure 13

AR 71k HQF A|2=EHlo R X9 &8 JleAdo] &)
3, & T CNN 95 4% & MLP 2de

EIR 2, 2de Jetson AGX Xavier 7oA PyTorch +



CUDA 7]‘?_ 2T
AM Hx +¥ 7k

H9om, o w A tuto]
Shes AASAE. AW A g

o] 7}%?}01]5 B33, Jetson W GPUE &&3le] 20
P I = I~
Epoch 7]% & & oW 3ol $8de 59 =5
s als}.
Jetson AGX Xavier
o
Octal-core NVIDIA Carmel I
ARMv8.2 CPU@2.26GHz DLA
H H
512-core Volta GPU@with 64 Tensor Cores
Signature matrix
PyTorch Input data [ —— —
+ CUDA
APl
st e |
Reconstructed
Signature matrix
toss Functon

Figure 1. AA] A= o}7]€x],

2.3. o1 B4 de A3 L A

C-LSTM, CNN, MLP Z7Z}e] 4 -EEZ CPU,
Jetson®] CPU ¥ GPU=E A& H7sh JJr—E Table
J,]_ 7E1—1;} MLP 1:1\:41_4 ﬁ 7]_ 7};<]— lco zq@,ce Eoﬂ
3L, CNN 7]¥F mdof = C-LSTM Z oA LSTM A

%2 A% 1D ONN W% 722 483 43, 4Z 2
o|7} e AAIE dlolH e 4o w Qléte] CNN 7]yt
o 54 FFWoRE 93%9 o ¥A A% dnd
F g gt dud= GPUcﬂVH FE SE
AN CPU el sl Ralssln
E%g CPURTHE 9l ol shehuEst & 471 4
& YEHA F+x7} QoS ELZ] of BE ARgE=H o=
HE A 947 A7) dieoR A ETh
12-
Ryzen 8-Core Csore
5700u ARMv8.2
Volta
Parameter 748,962
Accuracy 93 %
Ll il
C-LSTM (1 Epoch, 01m 50s = 02m 09s
512 batch)
>
(1 batch) 1.37ms 8.86ms 1.85ms
Parameter 73,122
Accuracy 93 %
[2] uE
CNN (1 Epoch, 26s = 35s
512 batch)
FE
(1 batch) 0.28ms 2.80ms 1.09ms
Parameter 9,794
Accuracy 95 %
MLP Rk
(1 Epoch, 05s - 12s
512 batch)
>
(1 batch) 0.05ms 0.22ms 0.25ms
Table 1. St=do] &7 3 29 3%
2.4. %k :er,] ;Lxl— 7]_1:/H
AgS T8 CNN &5 4% =i MLP 29 59 7
B3 w2 o4 EdUe ARden HAT & A8
& Fekih. o] Ads FF FPGA 7uke] wpeo]Let

A xR st=do] ZHErE AAYHE ¥ =2 A
o] 7k madE de F dS e woln, Jetsond
22 GPU oA tjufolxigwt ofye}l AyYste 1% W
oF A|2Hl o}7|Elx 2 9] o]A

m 22
2 AT o B IAAE T3 He A3 2
AN MENA AH[ =5 918 QoS A 7e =9
ol Jhed ol A Eds dMit:= EFIEQ
Jetson ©14 CNN-LSTM slolBgl= =z} LSTM A
%9 AAF 1D CNN @5 melz 7dsied ONN 95
?27} ol EYIE afHow #ATE F US5E
o159t} 3 Cross—Validation ¢F #2 7|3
A4S WA 2de dnkst A5 2 BF A
& TR} g

2 mERolA AtelE ol EdE AAE fg oAl

ot

il

= A28l 271 % Jetson I 2 GPU A ¢
ppe] =Rl ofuel FPGA 7]wke] sh=sjo] 7h&G7]el A
solZeRRlE F7hsk= el Zhsst, ol AHEde
2H AAZE 1% UE A A Bl Fste] 7]
o = S AAEH

ACKNOWLEDGMENT

B AT LIG 929l mAM A =] e A 7] a4 9

A S whol o] Folxl Foll AA=HUT

e

il

e

al

[1] M. Ghuge, N. Ranjan, R. A. Mahajan, P. A. Upadhye,
S. T. Shirkande, and D. Bhamare, "Deep Learning Driven
QoS Anomaly Detection for Network Performance
Optimization," *Journal of Electrical Systems#*, vol. 19, no.
2, pp. 97— 104, 2023.

[2] M. Azizjon, A. Jumabek and W. Kim, "1D CNN based
network intrusion detection with normalization on
imbalanced data," 2020 International Conference on
Artificial Intelligence in Information and Communication
(ICAIIC), Fukuoka, Japan, 2020, pp. 218-224,

[3] Saksham Mittal, Amit Kumar Mishra, Mohammad
Wazid, D. P. Singh, Ashok Kumar Das, Sachin Shetty,
"Multiclass Classification Approaches for Intrusion
Detection in loT-Driven Aerial Computing Environment",
GLOBECOM 2023 - 2023 IEEE Global Communications
Conference, pp.2160-2165, 2023.

[4] S. Ness, V. Eswarakrishnan, H. Sridharan, V. Shinde,
N. Venkata Prasad Janapareddy and V. Dhanawat,
"Anomaly Detection in Network Traffic Using Advanced
Machine Learning Techniques," in IEEE Access, vol. 13,
pp. 16133-16149, 2025,

[5] C. Zhang, D. Song, Y. Chen, et al., “A deep neural
network for unsupervised anomaly detection and
diagnosis in multivariate time series data,” Proc. AAAI
Conf. Artif. Intell., vol. 33, pp. 1409- 1416, 2019.



