wAE, Y, Nes
LIGH 2~

kyeongryeol.moon@lignex1.com, bumsik.park@lignexl.com, seungho.back@lignexl.com

Research on Prompt Engineering Methodology for military Al agent technology

Moon Kyeongryeol, Park Bumshik, Baek Seungho
LIG Nexl

AZAL7IGe U 248 FH02 GHEL sk 9. AT $4 AT Sedlo] A s 940 B

Aol 87w} v e s 87

o 48 e o8 A el ggg s 5

Sedlo] Af] 5% S, 2 9 0] 29 45 4 o] R9E FAAAE, DA APITE ATSIE 3

40707 4ol GE Fi o] TERLOIT, & EEE A2 A5Y AFEA Yoko] 2 WA Al £ B2 7|58
[e}

E
eaden 1 AdE $HE 98 5 9%

HI l~>

[.AE Agghete Wake] A7t FdgE A itk 58] o, o8, WE 5 24
7 o1 BA s Boko| A )8 olojmE(LLM) 7]uke] Au|ASo] ZE %= Sl 87F5= el A= Chain-of- thought ﬁ]oéﬂ S
W Qe 53 A5Y AHEA Foll A LIME BEF AL ¢ g 7] 80 BATE M AT AP 9l
& Al 3 7)E AT Tore] & Foltk 48 QIA/Ha, f3EL A7) T 574
23 5 A3 0 2 AAs - . 8] T s, A e 9
ij% —,—ij = 283 AFEA ] mol ‘:’-71 A A 8= AIj_Y: A5 7] 2020 | Zero/Few-shot learning S AT A 22 S5
e AE 5P B8] Soue A% @A AlSsta g j0g9 | Chain-oi-Thought(CoD(1), [ S =& 4, 3 iz el #
5t oA AA ] WA oz g EE Aglolt) Self-Consistency e/ S U3 e
: ) } Tree of Thoughts(ToT) (2], .
SR qk v T oo 4 & a4ZE Y] dolgAl & 2023 CoT 7N 8%/ =2 7 Ak =
}X] gul %ZH EE:_ e} Uﬂ\__oﬂ i'% LLM _J_‘T‘T’:, F’H ‘4 H] ] 1 E— Progranr-Aided Prompting (PAP) 0 7”3 ﬂl / o ] T
7]. 832\17;[ o= U]—E]—EH f_ﬂ—g— ]}\1,] zﬂzs].oi o] O]_of] 1 Z_r.—_ /Hl:& §1— Prompting with Explanation @ AAA Hoh L  / CoT =
Bl Apx > e ol &
w37) o) weld HSEE s5d vdo] ofd A HlolgAloR 2024 | Feedback (PEF), | LoD o sy
St B9 BEeel u Elel W IFY F Fe3E Aol o 0L Tt ot
Fe/ig FRL B BEA F QS Ao, ¥ 1 ZFILE AR 71 A A
_ = Pt
GPT-3 9 o) LIMe] 38 5ol ZgmE dxuelge 7ge. L2 T8 74 WARS
2 548 2] o1 ek 54 Zrdld] sR1FdE RES S8 LLMY| &% 545 A4she a%lor 38 74 wisfdspel] #3
A4, AEs 495 =Es] 9% LIMe] 2 452 53] ZEXE L Ay 1 otk A ESZ & Agtele] 29 $He] dolg 24T
A g2 o&sA A wehd 849 JoEYn yEHoeoz » FE YA Temperature(+%), Top-k, Top—p B A& §3f &5
do] Qg = Aud TEZE dXojgdS E5 AT = Ans v o] u v AT EFSS MEsts Wo] A Aotk 37k ¥
%3] U Aol Festt T WEAOE AR 7 A, Azte] AAl W S el
B owBos ZElAE ) 84 So ZEZE y|W 9 22 A ] BoAAY §HRAR AN T FAVE EAstat) 1o uef o 2
Mo W2 22 AnE BAste] A4 A0 Al # ZE 7)E = S AT TS VIUE F s s dT7H g
2 4% g PHES Akt 1) Min—p Sampling[3]
o 3d a7 71<& Top—p AEW A8 Al ¥ Temperature gtollA S5 434
Sy = ek HAS 93] mao] FAE Ve
[-1 ZEZE dxold 7|3 o] AsteE EAI7F Wl 1 f4S Yo mdo] ko) ue} A
o ) g AARE THoE s, %E Temperature FHolAE 29 S5
7] SREE AWAHoAS 7S 0000 GPT3 S84 I A2 o) oo fste) 2431 e 5400 94 4 Qe 459 38
A FAEFE T A A F2 °ﬂ e Aoz wds) A F ot}
Zof| = vedl Ay =2 314 A Al S & ra =y = . .
° e Az § TAel AL s, A7) AT S 2) KL(Kquback*Lelbler)*Dlvergence 718k %4 Temperature Z73[4]
o] HiA EORS NS JREE PS 30 3 T3
S0 Wl o g Sutke] =g A AE AT ATt 1 kstE o 7+ TS Z0)7] 918) Temperature Z+S 1GA7)= Ao 7}

Stk w3, A7) 4%, A TRIE AN 5 QA Zease] A48



A Sje) Ak o, mdlo] Suhs kA SHI} 229 KL

WAk kS A4 vl wake] Temperature 343 208 xAsh= W o]
o 25 248 53 S99 S AT 2aee] YRS
a4 9le Hhyolt),

3) Long Horizon Temperature Scaling(LHTS)[5]

71& Temperature # Z24-& the AT B0 vigt SERxd 7
o= A0 RA, 71 S5 AT A T AR 75 5 &
A AL TR 7o) EAgTE. ofol whE A A ARt
o, 2dlo] 71 $uh8 A EE A Ao AA Temperature #S 5
2 2gshe otk

3] W5 o)9)o = EDT(Entropy-based Dynamic Temperature) Sam-
pling, LPO(Adaptive Decoding via Latent Preference Optimization) 5 <}

7EE B AFE LLM S35 AgE =ola o
M Al & % 7| 3¢ gt

x4

of
rlr

1n

JE R E A8 JA/BT dlo Ei, —ir?iL o"—y«] A, 4 e A
A g 5o 2750 2T

5449 TopolA A& ZFZE kS AT o 7 WA 1y A
& ZHXAE A7)olr}, 4+ wdnit} 149 7|9 FHAE L2979
7o) 21 ARE JEwolt v &-83] X vk e HAo] ZE
ZE 7y Mele ARgstarzt sk LIMO| 855 W, 7 el mef e
A7) 1 Fzol Z3Fe 7HE A8k Zlo] Fasith Al & R Ve
e F Ll wA ol dnt mES 8483 sheade] mo
22 Role Prompting(9% #¢), CoT(Alal &F %), Constraint
Prompting (A|2k27 F-of) 59 7& B3 &l A S9& F=st

[¢]
£ o] B85 AY ¥ A0 Bl
F2 A uEge Ao 2 I Tl HA s &
st7] S8 ke 948 HAEE 388tk EES OpenAl) G}VF—4
(gpt-4-0613 APIH A1) 28513121 Open Al°] APIE &3l vi7jd
Agatct. 7 Fofoll e 7 SAS Yolr HEH
q

o zA] o}o:]
Top-k& ‘A3 ¢l o2 AA3IY o Temperature 73 Top—p 7k
Aos i -k B3 ZEZE FA2 A HAJE vie} 2ol

%L%Eﬂ 7Hd =& A2® Wo|:x Role Prompting, CoT, Constraint
o] 23/ A TETES oYY

[ =

i S
21 Tempe ot EA
T p Top-p | Top-k s 54
rature
Al o A, A ok, AR /AEA
A 0.2 0.5 g o
Agk 3 A A 23, ASA /o 1
B 0.5 0.7 A Zf A 3 /erFA
A o] 5
gk oFgh Wb A, A x5, 4A
C 0.8 0 9 ‘:} T ] © ©
S o3
gk
D 0.9 1.0 . o AelA Sk AL/ AR
% 2 s g S5k 5
9 He) 5 BHS BT ¢ 5 Yol FYu AFrs} F
ot =i = Q1o A Temperature?t®} Top-pate] 05, 0.7¢ wl 71 38
A3 ARE 98 F S Ao® welth ¢ H2AE Min—p sampling,

LHTSE 443&

kil
T4 | Tempe Min-p A4 % 54 LHTS A& &% 54
rature
A 0.2 w3 79| 9l ik 7i°l W
B 0.5 Rl M I °‘3W 7, 7324 7HA
¢ 0.8 thebd frAl, dTA A, 43
D 0.9 Ao A4, 43 A 7‘°l“ A, A3 A

A 28 g4 A2 2

FS 08714 28 7

ek, A8 7y *d‘iUr Aol A5 B Aetae
z=

I~ -
gr23 £ 9le

V. 28

w ElAE Al T R Ve A8 7Fed ZEZE dA Yo W
HES SA8t, A8 7Idads skt v Al & AR 7]se
AghE FA/SE o] SFoNM AFH s A A ZFl o]
2 WiE HolEE aed/dAteR A 9 sl 7es 5E

HT LLME g et S92 A7) 98] Ao ofdel = ,I’ﬂ
53 B2 sk @7 Al AgsiAaL gl g Qe Al
T e SHo] 87 E BoplA 2 S dusiey &g o k
of A AP ATH Y gt R delHE B gud RS g8
3= Zo] 74 o)A o), SRt A H o2 o|#E HolH Rt 01
7] wiol, o]5 tiA|sy] S8 ZEZE Aol ZH 3 w7/

o Add 2AWS B8t HAY FHS Frshe Hol %—ﬁ—‘o‘}v}.

Zgxeo zAtto 2 2d 2459 slIF Y vl AFel B 4
ek et S Eddl FopllME o akstHe 7|HEY] &8
o7 Ao REIXEF AJsle] %S FHdhz 2lo] AY 45 ¥
SA/ARHA SR A A G 94 s Eo]of gt

T8l Edge™oll A& LLMe] ok Z=kshd sLM, sLLM 5% &8
7FsAdel w1, AE lol*1 o= q *}*E‘X 3l HiolHE gHso] &

EEEBEPEE
Aol A1RE] 97 Aol

o [\JO
o
&L
O
g
oy
>,
N
1_
I
=
i)
i)
o
I3
o
[kl
|m
Qo

ACKNOWLEDGMENT
o] w2 20239 ARCEAANRIAY Ades el TdT4e
A Y& wol £ A7A(KRIT-CT-23-021)

A1 EF
[1] Wei et al,, “Chain-of-Thought Prompting Elicits Reasoning in
LLMs”", 2022

[2] Long et al., “Tree of Thoughts: Deliberate Problem Solving with
Language Models”, 2023

[3] Nguyen Nhat Minh et al, “TURNING UP THE HEAT: MIN-p SAMPLING
FOR CREATIVE AND COHERENT LLM OUTPUTS”. ICLR 2025

[4] Chung-Ching Chang et al,
Sampling”, 2023

[5] Andy Shih et al,

“KL-Divergence Guided Temperature

“Long Horizon Temperature Scaling”, 2023



