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Require: p(7T): distribution over task

Require: a, 3, A: hyperparameters

Randomly Initialize @
while not done do
Sample batch of tasks T; ~ p(T)
for all T; do

Sample K samples from p(T)

Evaluate VoL, (fs) and L4;(fg) using K samples.
Compute adapted parameters using gradient descent.
0; « 6 —aVeLlr,

Sample D747¥ from T, for meta update.

end for
— if Inequality Measures Based TAML then
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SMAPE NAME SMAPE NAME SMAPE NAME SMAPE NAME
RMSE o £ RMSE o S RMSE e Shieh RMSE o s
MLP 01243+ | 317140+ | 143817 = | 01197 + | 307823 + | 137788 + [ 01193+ | 308817 + | 138883 + | 01186+ | 308544 = | 13.9002 +
(Fully-Trained) 0.0010 0.4289 03375 0.0005 0.1361 0.1014 0.0005 0.1780 0.1645 0.0004 0.1253 0.1314
MLP 01218 + | 313759 + | 140823 =+ | 01125+ | 293510 + [ 131592 + [ 01108 + | 289779 + | 129657 + | 01090 + | 289036 + | 127216 +
(MAML-Trained) 0.0016 07453 0.3853 0.0004 0.1330 0.0768 0.0006 0.1706 0.0981 0.0005 0.1661 0.0793
MLP 01092 + | 342597 + | 139023 + | 01102+ | 285119 + | 129867 + | 01048+ | 276173 + | 121947 + | 01039 + | 281467 + | 121082 +
(TAML-Trained) 0.0053 4.6056 1.7072 0.0001 02118 0.0616 0.0001 0.1401 0.0529 0.0001 0.2065 0.0498
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