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device = torch. device("cuda I torch. cuda. is_avai lablel) else "gou")
nodel = timm.create_nodel (" swin_tiny_patchd_windon?_224", pretrained=True, nun_classes=2)
node! . tof device)

criterion = nn.CrossEntropylosst)
optimizer = oot in, Adanl(nodel . parangters(),
nun_epochs = 20

Ir=le-4)

for epoch in range(nun_epochs) :
node! . train()
running_loss = 0.0

for inages, labels in train_loader:

inages, labels = inages.toldevice), labels.toldevice)

optinizer. zero_grad!)

outputs = nodel (inages)

losz = criterionfoutputs, labels)
oss. backward()

ontinizer, sten()

running_loss += loss. itemt)
print(f*Epoch [{epoche 1}/ {nun_gpochs!], Loss: {running_l ossflen(train_loader): 4f}")
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Fig. 2. Configuring Swin Transformer Models
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Fig. 3. Model Performance Analysis Results
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