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Avg
Mode Avg MSE
Latency (ms)
DPR 0.0471 0.14
Static—High 0.0140 0.20
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Model Frames Avg MSE Latency
rate (%)
(ms)
Low 42 10.4% 0.0956 0.14
Medium 173 42.8% 0.0739 0.17
High 189 46.8% 0.0118 0.24
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