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요 약

최근인공지능 기술 발전과 함께 데이터 처리 방식이 중앙집중형에서에지 디바이스 중심의 분산형방식으로 변화하고 있다. 에지 환경에서는 제한된
전력과공간에서의빠른실시간데이터처리가필수적이나, 기존 GPU는 크기와전력소모문제로활용하기어렵다. 이에 높은병렬처리성능과저전력
특성을 가지는 FPGA가 효과적인 대안으로 주목받고 있다. 본 논문은 Frequency Modulated Continuous Wave (FMCW) 레이더를 이용한 비접촉식
손동작 인식 시스템을 Field Programmable Gate Array (FPGA)환경에서 구현하였다. 레이더의 Intermediate Frequency신호는 Short-Time Fourier
Transform를 통해 micro-Doppler signature로 변환되고, 손동작의 유형에 따라 독특한 패턴을 나타낸다. 이를 효과적으로 분류하기 위해
Convolutional Neural Network (CNN)기반의 경량화 모델을 설계하고, Xilinx의 FINN 프레임워크를 이용해 8-bit 양자화하여 하드웨어 친화적으로
최적화하였다. 실험 결과 FPGA 기반 시스템은 CPU 대비 약 7.86배 빠른 추론 속도와 약 7.70배 높은 처리량을 보였으며, 정확도는 미세한 감소
(0.52%p)를 나타냈다. 결론적으로 FPGA 기반 CNN 모델이 에지 컴퓨팅 환경에서 우수한 실시간 성능을 제공할 수 있음을 확인하였다.

Ⅰ. 서 론

최근 인공지능 기술의 발전과 함께 데이터 처리 방식이 중앙집중형에서*

edge device 중심의 분산형 처리로 변화하고 있다. 이러한 변화는 휴대용

기기나 IoT 센서 등 에지 환경에서 제한된 전력과 공간 내에서빠른실시

간처리가필요하기때문이다. 기존 GPU는 뛰어난성능을가지나, 크기와

전력 소모 문제로 소형 및 저전력 환경에서는 활용이 어렵다. 이에 높은

병렬 처리 성능과 설계 유연성을 가진 FPGA가 대안으로 부각되었으며,

최근 High-Level Synthesis (HLS)를 통해개발기간단축도가능해졌다.

손동작 인식 기술은 Human-Computer Interaction (HCI)의 성능 향상에

기여하는 중요한 분야로 [1], 특히 레이더 기반의 비접촉 방식이 조도 변

화나 개인정보 문제에 강한 장점이 있어 최근 많은 주목을 받고 있다 [2].

본 논문에서는 FMCW 레이더로부터 획득한 micro-Doppler signature를

FPGA 기반으로 실시간 분류하는 손동작 인식 시스템을 구현하였다. 이

를 위해 경량화된 Convolutional Neural Network (CNN)를 설계하고,

Xilinx의 FINN 프레임워크 [3]를 활용하여 8-bit 양자화하여 FPGA 환경

에서의 효율적인 실시간 성능을 검증하였다.

Ⅱ. 본론

본연구에서는 FMCW 레이더를활용한 손동작 인식시스템을구현하였

다. FMCW 레이더는 송신된 연속적인 주파수 변조 신호가 물체에서 반사

되어 돌아오는 시간 지연과 주파수 천이를 통해 거리와 속도를 측정하는

원리로 동작한다. 손과 같은 미세한 움직임은 Intermediate Frequency

(IF) 신호를 Short-Time Fourier Transform (STFT)하여 얻은
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micro-Doppler signature로 표현되며, 각 손동작에 따라 독특한 시간-주

파수 패턴이 나타난다. 본 연구에서는 총 6가지의 손동작을 선정하고

CNN을 이용해 이를 실시간으로 분류하는 시스템을 구현하였다. Edge

device 환경에서 효율적 실시간 추론을 위해 CNN은 convolutional layer,

ReLU 활성화 함수, Max-pooling으로 구성된 4개의 convolutional block

과 fully-connected layer로 설계하였다. 각 convolutional block은 공간적

특징을 효과적으로 추출하며 Max-pooling을 통해 연산량을 줄이는 방식

으로 최적화하였다. 제안한 CNN의 구조는 표 1.과 같다.

표 1. 제안된 CNN 모델 구조

Ⅲ. 실험

1. Dataset

Layer Input size output size kernel size
Conv1 (3,64,64) (16,64,64) 3x3
ReLU1 - - -
MP1 (16,64,64) (16,32,32) 2x2

Conv2 (16,32,32) (32,32,32) 3x3
ReLU2 - - -
MP2 (32,32,32) (32,16,16) 2x2

Conv3 (32,16,16) (64,16,16) 3x3
ReLU3 - - -
MP3 (64,16,16) (64,8,8) 2x2

Conv3 (64,8,8) (128,8,8) 3x3
ReLU3 - - -
MP3 (128,8,8) (128,4,4) 2x2
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학습데이터의 다양성을 위해 총 8명의 참가자(남성 7명, 여성 1명, 나이

23~28세, 신장 165~183cm)가 참여하여 총 6가지 손동작을 측정하였다. 참

가자별로 동작당 100회씩, 총 4,800장의 micro-Doppler signature 데이터

를 수집하였으며, 측정된 데이터의 예시는 그림 1.과 같다. 이를 Train,

validation, test 데이터셋으로 6:2:2 비율로 나누어 활용하였다.

2. 실험 환경

실험 환경은소프트웨어와 하드웨어로 구성하였다. 소프트웨어환경에서

는 AMD Ryzen 5 5600X 프로세서 기반의 시스템에서 Python과

PyTorch로 모델의 학습과 추론을 진행하였다. 하드웨어 환경으로는

Xilinx사의 ZCU104 FPGA 보드를 이용하였다. FPGA 기반 구현을 위해

FINN 프레임워크 및 Vitis 2022.2 툴을 활용해 CNN 모델의 경량화 및

양자화를 수행하였으며, Xilinx PYNQ 플랫폼에서 FPGA 추론을 수행하

였다.

Ⅳ. 결과

FMCW 레이더 기반 손동작 인식 시스템을 CNN 모델로 설계하고

FPGA(ZCU104) 환경에 최적화하여 성능 평가를 수행하였으며, 그 결과

는 표 2.와 같다.

표 2. CPU 및 FPGA의 추론 성능

정확도는 FPGA 기반 모델이 CPU 대비 0.52%p 낮았으나, FPGA 기반

시스템은 CPU 대비 약 7.86배 빠른추론속도와약 7.70배 높은 처리량을

나타내었다. 이를 통해 FPGA의 병렬 처리 능력이 에지 환경에서 뛰어난

실시간 성능을 제공함을 확인하였다.

표 3. FPGA 재원 사용량

리소스 사용 측면에서는 FPGA(ZCU104)의 LUT, FF, BRAM, URAM,

DSP 리소스 사용률을 분석하였으며 그 결과는 표 3.과 같다. LUT는

54.98%, FF는 31.32%, BRAM_36K는 19.55%, URAM은 3.13% 사용되었

으며, DSP 자원은 100% 모두 활용되었다.

종합적으로 본 연구는 FPGA 기반의 경량화 CNN 모델이 에지 컴퓨팅

환경에서 높은 실시간 추론 성능과 효용성을 가짐을 입증하였다.

Ⅴ. 결론

본논문은 FMCW 레이더를이용한손동작인식시스템을 CNN을 활용하

여설계하고 FPGA를 통해실시간 추론환경을구현하였다. 이를 위해 손

동작 데이터를 IF신호로부터 micro-Doppler signature로 변환하여 CNN

의 입력 데이터로 사용하였다. CNN 모델은 에지 환경의 실시간 추론 요

구 조건을 만족하기 위해 구조가 경량화되었으며, Xilinx사의 FINN 프레

임워크를 활용하여 8-bit 양자화를 통해 추가적인 모델 경량화와 FPGA

친화적 구현을 달성하였다.

실험 결과, 제안된 FPGA 기반 시스템은 CPU 기반시스템과유사한 정확

도를보이며, 약 7.86배 빠른 추론속도와약 7.70배 높은처리량을나타냈

다. 리소스 활용 측면에서는 FPGA의 DSP 자원을 100% 모두 활용한 것

으로 나타났으며, LUT, FF, BRAM 및 URAM 자원도 적정 수준의 사용

률을보였다. 그러나 DSP 자원의높은활용률로인해추가적인연산최적

화나 복잡한 병렬 연산 구현에 있어 일부 제약이 발생할 수 있으므로, 향

후 DSP 자원의 효율적 활용과 추가 최적화 기법을 통해 보다 높은 성능

을 확보할 수 있을 것으로 기대된다.

결론적으로 본연구는 FPGA를 활용한 CNN 기반의손동작인식시스템

이에지 컴퓨팅 환경에서 높은 실시간 성능을 제공할 수있음을 입증하였

다. 앞으로의 연구에서는 FPGA 자원 활용 최적화와 CNN 구조 개선을

통해 더 높은 정확도와 효율성을 동시에 달성할 수 있는 방법을 모색할

예정이다.
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(a) (b) (c)

(d) (e) (f)
그림 1. 6가지 손동작에 대한 micro-Doppler signature.
(a) Takeoff, (b) Land, (c) Forward, (d) Return,
(e) Cancel, (f) Backward

Accuracy Latency Throughput
CPU 98.83% 2.247ms 445.03 images/sec

ZCU104 98.31% 0.286ms 3426.72 images/sec

Total

Resources

Used

Resources
Usage (%)

LUT 230400 1226674 54.98
FF 460800 144317 31.32

BRAM_36K 312 61 19.55
URAM 96 3 3.125
DSP 3 1728 100


