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요 약

본 연구에서는 한국어키워드스포팅에서외래어 키워드 인식률을향상시키기위한발음변이 기반 키워드증강기법을제안한
다. AI Hub 한국어 외래어 발화 데이터셋을 활용하여 LCS(Longest Common Subsequence) 기반 정렬을 통해 발음 변이를
분석하고, 변이 빈도와발음유사도에기반한필터링을수행하였다. 발음 변이정보를반영한키워드증강기법은 10개의 외래어
키워드에 대해 hit ratio를 향상시켜, 모델의 재학습 없이도 외래어 검출 성능을 효과적으로 개선할 수 있음을 확인하였다.

Ⅰ. 서 론

인공지능 기반 음성 신호 처리 기술의 발달은 음성 기반 인간-컴퓨터

인터페이스의 유용성을 크게 증대시키고 있으며, 시리(Siri)와 빅스비

(Bixby) 등과 같은 다양한 음성 인공지능 에이전트가 사람들의 일상생활

에 널리 채택되고 있다. 이러한 에이전트는 사용자의 음성 명령을 빠르고

정확하게 인식해야 하기 때문에, 음성 인식 기술의 성능이 사용자 경험에

중요한 역할을 한다. 특히, 음성 인식 기술의 한 분야인 키워드 스포팅은

음성 신호에서 특정 키워드의 발화를 실시간으로 검출하는 기술로, 인간

과 음성 인공지능 에이전트 간의 상호작용을 구현하는 핵심 기술이다.

일반적으로딥러닝기반키워드스포팅시스템은대규모의전사된음성

데이터를 기반으로 지도학습을 통해 훈련된 음성 인식 모델로 구현된다.

사용자의발화가입력되면, 음성 인식 모델이 이를텍스트로 전사하고, 사

전에 등록된 키워드와의 일치 여부를 검사하여 검출 여부를 결정한다. 그

러나 이 방식은의미가 동일한단어가 실제 환경에서 여러 방식으로 발음

되는 경우, 미검출오류(false negative)가 발생할 가능성이크다. 이는 음

성 인식 모델이 주로 표준 발음에 맞춰 학습되기 때문이다.

특히 한국어외래어의 경우 원어 발음을 한국어음운 체계에맞춰단순

화하거나변형하는 과정에서발음이다양하게변이되어 모델이학습한발

음과 큰 차이를 보인다. 예를 들어, ‘gas’라는 단어는 한국어로 전사될 때

표준발음인 ‘가스’ 외에도 ‘까스’, ‘갯스’, ‘가쓰’와 같이다양한발음으로나

타날수 있다. 그러나 키워드등록 시 ‘가스’로만 등록된다면, 발화자가다

르게 발음할 경우 키워드 스포팅 시스템은 이를 검출하지 못하고 미검출

오류를 발생시킨다.

이러한 문제를 해결하는 일반적인 접근으로 파인튜닝(fine-tuning)이

사용된다. 파인튜닝은 사전 학습된 모델에 새로운 데이터를 추가 학습시

켜 특정 도메인이나 환경에 맞게 성능을 최적화하는 기법이다. 본 문제의

경우, 외래어 발음의 변이를 학습 데이터에 반영하여 모델이 다양한 발음

변형에도 대응할수 있도록 인식 범위를확장하는 방식으로 적용할 수있

다. 그러나 이 방법은 모델 학습에 많은 비용이 소요되며, 모델이 외래어

그림 1: 한국어 외래어 키워드 Hit Ratio

발음변이에최적화되는 과정에서기존한국어키워드의 인식률이저하될

수 있는 문제가 존재한다.

본 연구에서는이러한 문제를 해결하기위해발음변이기반 키워드증

강기법을제안한다. AI Hub 한국어외래어 발화데이터셋[1]을활용하여

외래어 발화와 전사문을 LCS(Longest Common Subsequence) 알고리즘

[2]을 통해 정렬하고, 발음 변이 정보를 추출하였다. 추출된 변이 정보는

상위 빈도수를 기준으로 1차 필터링한 뒤, Python의 PanPhon[3] 라이브

러리를 사용하여 계산된 발음 유사도를 바탕으로 2차 필터링을 수행하였

다. 이후, 최종적으로선별된발음변이 정보를 기반으로외래어키워드를

여러 개로 증강하여 RNN-T(Recurrent Neural Network Transducer)[4]

기반 Open Vocabulary 키워드 스포팅 시스템에 등록하였다.

이러한기법을검증하기위해 10개의 외래어키워드를대상으로키워드

스포팅 실험을 진행하였으며, hit ratio를 바탕으로 성능을 평가한 결과,

기존 모델대비유의미한성능개선이확인되었다. 이로써, 제안된 기법이

모델 구조의 수정이나 추가 학습 없이도 한국어 키워드 스포팅 시스템의

외래어 인식 문제를 효과적으로 해결할 수 있음을 확인하였다.



한국어 외래어의 발음 변이에 관한 연구로는 류혁수, 나민수, 정민화

(2015)[5]의 연구가 있다. 이 연구에서는 한국인의 외래어 발화에서 나타

나는 발음 변이 패턴에 대해 분석하고, 이를 바탕으로 자소-음소 변환 성

능을 개선하는 방법을 제안하였으나, 특정 도메인에 한정된 발음 데이터

를 사용하였으며, 실제 음성 인식 시스템에서의 성능 검증이 이루어지지

않았다는한계가 있다. 반면, 본 연구는 AI Hub 한국어 외래어 발화 데이

터셋[1]을 활용하여 다양한 발화 환경에서의 발음 변이를 분석하고, 이를

반영한 키워드증강기법을통해 Open Vocabulary 키워드스포팅성능을

실질적으로 개선함으로 그유효성을 입증하였다는 점에서 차별점이 있다.

Ⅱ. 본론

1. RNN-T 기반 Open Vocabulary 키워드 스포팅

본 연구에서는 한국어 발화의 외래어 키워드 검출을 위해 RNN-T[4]

구조를 기반으로 설계된 Open Vocabulary 키워드 스포팅 모델을 사용하

였다. 해당 모델은 먼저 여러 층의 1차원 CNN(Convolutional Neural

Network)을 통해입력된음성신호를저차원의특징벡터로변환하고, 이

를 RNN-T에 전달하여 발화 내용을 텍스트로 전사한다. 이후, 키워드 스

포팅 시스템은 변환된 텍스트 결과에서 등록된 키워드를 검출한다. 모델

학습은 ksponspeech 데이터셋[6]을 활용하였으며, 평가는 zeroth-korean

데이터셋[7]을 활용하였다. 학습 과정에서 전사된 한국어 발화 텍스트는

국제 음성 기호(IPA, International Phonetic Alphabet) 시퀀스로 변환하

여 발음 정보를 정교하게 반영하였고, 이후 BPE(Byte Pair Encoding)를

사용하여 500개의 서브워드 단위로 토큰화를 수행하였다.

2. LCS 기반 정렬 및 발음 변이 추출

본 연구에서는 한국어 외래어 발화와대응전사문간의발음변이분석

을 위해 LCS 알고리즘[2] 기반 정렬 기법을 적용하였다. 이 기법은 두 시

퀀스 간 최장 공통 부분을 찾고, 이를 기반으로 두 시퀀스를 정렬하여 토

큰단위로변이를추정한다. 실험에서는실제발화시퀀스와음성인식모

델의 예측 시퀀스에 대해 정렬을 수행하였으며, 치환된 구간의 길이가 동

일한 경우만 발음 변이 정보를 추출하고 빈도를 누적하였다.

3. 변이 빈도 및 발음 유사도 기반 필터링

추출한 한국어 외래어 키워드의 발음 변이 중 유의미한 정보를 선별하

기위해본연구에서는각변이토큰쌍의빈도와발음유사도를기반으로

필터링을진행하였다. 먼저 빈도수 기반으로변이 쌍을 정렬하고, 상위 일

부의 자주등장하는변이만 유의미한 발음변이로간주하여 1차 필터링을

진행하였다. 이후 1차 필터링된 변이 쌍에 대해 IPA 시퀀스를 조음 기반

특징 벡터로변환하는 기능을 제공하는 PanPhon[3] 라이브러리를사용하

여 두 발음 간의 차이를 특징 벡터 간의 거리로 정량화하였다. 이 거리가

특정 값 이내에 있는 경우만을 유의미한 발음 변이로 간주하여 최종적으

로 2차 필터링을 수행하였다.

4. 평가

본연구에서는 AI Hub 한국인외래어발화데이터셋[1] 중, 스튜디오에

서 수집된 학습용 데이터를 사용하여 외래어 발음의 변이 패턴을 분석하

였고, 그 결과를 사용하여키워드증강을수행한후 키워드 스포팅 모델에

적용하였다. 모델의 성능평가는 AI Hub 한국인외래어발화 데이터셋[1]

중, 음성수집도구에서 수집된 검증용 데이터를 활용하여 이루어졌다. 평

가 결과는 그림 1에 요약되어 있으며, 다양한 hit ratio를 보이는 한국어

외래어 키워드 10개를 대상으로 키워드 스포팅을 테스트하였다. 실험 결

과, 모든 외래어키워드에 대해 hit ratio가 최소 0.11에서최대 0.8까지 절

대적으로 증가하는 개선 효과를 보였으며, 이를 통해 제안된 키워드 증강

기법이 외래어 검출 성능 향상에 효과적임을 확인할 수 있었다.

Ⅲ. 결론

본연구에서는한국어외래어키워드의인식률을 향상시키기위해 발음

변이 기반 키워드 증강 기법을 제안하였다. 이를 위해 AI Hub 한국어 외

래어발화데이터셋[1]에서, LCS 알고리즘[2] 기반정렬 기법을 통해 발음

변이 정보를 분석한 뒤, 변이 빈도와 PanPhon[3]을 활용한 발음 유사도

기반 필터링을 거쳐 유의미한 변이 쌍을 선별하였다. 이렇게 추출된 변이

정보를 바탕으로 키워드 증강을 수행하였으며, 제안된 기법을 적용한 모

델은 10개의 외래어키워드에대해 hit ratio가최소 0.11에서최대 0.8까지

절대적으로 상승하는 성능 향상을 보였다. 이는 모델의 재학습 없이도 외

래어 키워드 검출 성능을 효과적으로 높일 수 있음을 나타낸다.

다만, 본 연구에서는발음변이를허용하는과정에서생길수있는 false

detection에 대한 정량적 분석이 이루어지지 않았다. 향후 연구에서는 키

워드증강기법의검출신뢰도에대한평가가요구되며, 이를바탕으로실

제 발화 환경에서도 신뢰도 높은 키워드 검출이 가능할 것으로 기대된다.
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