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Random Seed 42
(Python, numpy, dataloader, deterministic)
Image HxW 224x 224
Epochs 100
Early stop patience 5
Learning Rate 1E-04
Optimizer AdamW

Rotation 10 -> ResizedCrop 0.5 ->

Train augmentation Perspective 0.05 -> HorizontalFlip 0.5

Val augmentation Resize (256/224) -> CenterCrop

Weight decay 0.2

Iv. 39 23 2 A5 B7h v a8
4.1.ResNet50 22 A3 A3}

% 1 9] ResNet50 22 23 Ao A &5 epoch
84 oA 5 Wl o] HE I FiJo] o]FojRA] o} 27|
TRYNOH FE A A5 ALEE 91.9%=E SH AT
H2E dHolHAS o] &3 A tolg e St Belo]

A3t S EFPEE FAS 47 mdo] gul2

a3 FY 2= 11,012 NE A9z ow BFE7F 2 5o
NS gAsksi.

Epoch

717 1.ResNet50 8t55 A7} (238 G E <A %>, EF5PH< 0 E%>)

4.2. YOLO11n-cls 29 A3 A3}

1% 2 2] YOLO11n-cls &) A3 2 3} =3 ‘Sc%_‘ 3} A epoch

84 ol A gl 7] FREHJCH HF HFEE 91.1%=

ZA Lt E5PH S A A1) mdo] %H]—E Al o =3

Z o ~=10,903 7] & ResNet50 @l ol v] 8] Sul2 A o =3

—;Laﬂiﬂ 100 7§ A= A2 7 YOLO B& wgk AwtHo s
TR H I S-S gl

s,

o 20 %0 ] ] &
Epach

1% 2.YOLO11n-cls 355 A7} (o 22 AT <>, 534
o F‘ 5‘ )

H

o
w
i
e
oX,
or
ot
N
)
W,
Rl
M
>

oX,
= o

ol

i

k1

3'9‘ i
N

il
[

g
fo o,
N
- -
g
=
2 K
Mo
A"

)
3
il
L

jud)

I o
i
o

[

p
NIO i) mlo
ki o o

i
)
lo
=Y
oft

Accuracy <}
FxE Hlast
YOLO11n-cls B2 X
Ao A= A 4]
g2l skl th

|

v}

|
o 38
(o
)
+
fd
—r
=
&
Z
D
Gh

g
sl
mlo
ot o\
o

o
4>

0,

o
f
W
>
o
Sjus
w L+

5]
w
S
i
ox
olr
RS
=]
z
=]

Metrics ResNet50

Accuracy 0.9177 0.9086
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Metrics ResNet50 YOLO11n-cls

FPS 3.79 img/s 59.11img/s

Avg Latency 263.54ms 16.92ms

Median Latency | 265.81ms 15.15ms
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