jch0624@yonsei.ac.kr, *jhpark@yonsei.ac.kr

A Study on State Estimation with
1-Bit Observations and Imperfect Models

Jung Chaehyun, Park Jeonghuns
Yonsei Univ.

Q ok
|
2 ERdlAE LHE #5458 €83 2 H 34 Zdddas Aenh iA Ajx" BEs ebds] dar 9l
7}4 &lol, Bussgang A 2l9} dithering & 583t wxdoz2 Ad 48 +4 7I¥ Bussgang-Kalman ZEE
AataL, ojojx] Alxd] RES KA ozl itk AR eSS vhgste], YAEH(DNN)S Ajte A %
7]l Bussgang-KalmanNet & Zﬂ?ﬁf_‘jr. ds AFE 98 NCLT dHlolgAS o] &5 74 AlEdolds E
o e

H =
S5 gro] =2 FASFAHE)H] ol ARk Zadeart =

I.4 & o Z&
e 4 A= I &8 Eoprl digel uhet Aukr oz, o]k Ak MY -F 1 (State-Space, SS)
aoderdel ©S FzhHa EADP. FeFdE g B 5 mae
¥ WO Kalman filter [1]17} 9100, o]% o] xr=f(xt—1)+wt
7Inko & & EKF (Extended Kalman Filter, [2])¢} UKF = h(x;) + v,
(Unscented Kalman Filter, [3]) T°] A7 o] gt} o o] HFTh 047]}‘1 fO= A= 98t h()=
Aode =Y 284S o] A8 g9a43oNN U5 B owe s nE A4n 4 é‘%ﬂr N
719k A9 91 KalmanNet [4]1% A eks] i), HEE vehdth AH FA0 HEe
71 AEH 4 HES UAR oA #5Q [E[(xt_xm) |}’1v3’2v---r3’t]
A= opdmI-tAY  WH7|(ADO)E  7HFh & Azglats Aoln, o7)A 2,5 AF oA e
aEv aEdE ADC = HE zZo] No] AAFH Z=Ax)o|t}, B ozt uFHNE ADC S 7144 y,
Al=Fe] ouA] 2Hh A or SRR FAVE ) gy A) gsvin B
k. ol el AP SRyl wgk ATt B QoA 1 H[E ADC & AMg3Hth 1 HIE ADC
MIMO Al&8] 5 TRFgE ool &ibs] o] FolA] =92 r, = Q) = sgn(y,)°l™, threshold & 7]F2o.=
SARE [5]-[7], AstAl dAstd #5E o1& HH 41 wr 1 we ymdc oz g A7
F4 A= obd gFolx uhrh flvt AT AR &2e] WAl 7|E Y
=l #5018 E ADC jF ARgdhs 2L Jwo s hag Ay 24o] oYl weka 1 HE
Au FA EAS A= et 1 HE ADC = A4 opge 05 o7 98] Bussgang g [8]F
g gder Qe 7€ FAHY dadFose ASY masg. WA, sgg %m ]——-*6]— 7k Dee- LS A
e FAol BrFssith. ol didsty] ffs Al~H qﬂlgﬂ‘ N5 WS 00% WES dithering & 4,333}17
s e S it 7EE el Bussgang HF g = gp -3 8 Qe ¢ oF Mgow Ug
8l¢t dithering & &3 M= HAF dH™ 7]H< D}ﬁ"o] BEE olma)=S Za s}
Bussgang-Kalman ZE(BKF)E Altgict =5 A|2=H 1) g2 9 o] GAgANE ZaAx Fe FTEA
=de TeHoRd of 4d22 H457] A5, DNN 4 g W =4 4g FEA 49 R T8
718k A =34 7]3H <l Bussgang-KalmanNet (BKN)< AE) Z=A oA} ZEAL o=}
Argieh. o% NCLT dlolelsl [91o g Fa4 Zaet = Fr - B
AlEdeld S B3l Al e Aes ATt & Ty = FrZogior - FT + 0,
ERES A3 FAeE SN E e g 4ol B H, %, HT+R,
e dFeli, i mE BE md 87w AN By B Poy o A7 S5 mels =7
S 507 MO A A Bl o167} o be-1 2 Pre—a = A4 =T =%
ek a4 M-S AAgtE o 1 9Jo)7t glnh wdlo] oz FEAF dgo|t) AAte] WS 93



2
Stje-1 = ;Sln 1[Dt|t—1 “Pyje-1 'Dt|t—1]

2
B, = EDt|t—1
2) B GA: o] "N 1 HE #F n &

ol-g3l FHl FAHAXE BHAT L

Reje = Reje—1 + BG - 1y

e = Zgje-1 — BG - Sye—q - BG!

BGy =Xy (B H)' St|t 1
o714 BG,= Bussgang °|5o°]t},

9 FEY e e TR 3 Q.9 RE AT
Ay 9L Eﬂoﬂ‘ﬂ- A8 I o],\;} HEHogu wyl
= o}L A2 T 93, B =% Bussgang-
KalmanNet (BKN)S A#|Fstrt. BKN 2 Bussgang ©15
BG £ AW ANGA @R, oA FEA A8
dgo=w wol AOE #£3 {FY(GRU)S T3l BG, &

=Y 2 Alefez Qg Aoksk BKN o 94

gk ofas) 2ol zhebel A& T
[ J A~t = f t|t xt 1)t-1 Eiﬁ]é— ;1(:]]—% %%i%
EEEEE]
L Aft = £t|t - ft|t—1 }\o}ﬂ] Oﬂé 2 _]' %%i
zm{%ag%@w

L= [l = Repe|
047]/‘1 0= 7F=A defueloly, &4%g Lo dls)
o A 9H(back-propagation) 2 2 s}¥t}.

NCLT delgAl
d E% 7} 3ol A EKF ¢
z} 33.406 dB ¢} 32.577 dB & A9
%‘Q@}%‘jr l"?*:‘?: E’—‘“ 7}A &t A= KalmanNet 3}
6 BQP 23. 183dB4 MSEE BT
P BT
% ;?ihm Oi EEOM Zé%“‘ﬂ ol
kel

L
42 9482 398 & Aok

NCLT Dataset with Ideal Observation

—— Ground Truth
100
EKF (perfect)
—— KalmanNet (imperfect)

NCLT Dataset with 1-bit Observation

—— Ground Truth
100 EKF (perfect)

== KalmanNet (imper{dét
[P oposed]
i

0 Klman ter (perfect)

o

[ ooooo
~ Bu ssqa g Kalr‘\a Net (imperfect)

-100 -100

—200 —200
—300 -300

—400 —400

=500
-500

—400 —200 0 200 -200 0 200 400

I3 1:NCLT Hlo[EAd] t& A€ o)d 2

ACKNOWLEDGMENT

This work was supported by Korea Research Institute for
defense Technology planning and advancement (KRIT) -
grant funded by the Defense Acquisition Program

Administration (DAPA) (KTIR-CT-22-078)

2 e

[1] R. E. Kalman, “A new approach to linear filtering and
prediction problems,” J. of Basic Engineering, vol. 82, no.
1, pp. 35-45, 1960.

[2] S. F. Schmidt, “The Kalman filter-Its recognition and
development for aerospace applications,” J. of Guidance
and Control, vol. 4, no. 1, pp.4-7, 1981.

[3] E. Wan and R. Van Der Merwe, “The unscented Kalman
filter for nonlinear estimation,” in Proc. Of the IEEE
Adaptive Systems for Signal Process., Commun., and
Control Symp., 2000, pp. 153-158.

[4] G. Revach, N. Shlezinger, X. Ni, A. L. Escoriza, R. J. G.
van Sloun, and Y. C. Eldar, “KalmanNet: Neural network
aided Kalman filtering for partially known dynamics,”
[EEE Trans. Signal Process., vol. 70, pp. 1532-1547,
2022.

[5]J. Park, S. Park, A. Yazdan, and R. W. Heath,
“Optimization of mixed-ADC multi-antenna systems for
cloud-RAN deployments,” [EEE Trans. Commun., vol. 65,
no. 9, pp. 3962-3975, 2017.

[6] J. Choi, J. Park, and N. Lee, “Energy efficiency
maximization precoding for quantized massive MIMO
systems,” [EEE Trans. Wireless Commun., vol. 21, no. 9,
pp. 6803-6817, 2022.

[71Y.Li, C. Tao, G. Seco-Granados, A. Mezghani, A. L.
Swindlehurst, and L. Liu, “Channel estimation and
performance analysis of one-bit massive MIMO
systems,” [EEE Trans. Signal Process., vol. 65, no. 15,
pp. 4075-4089, 2017.

[8] O. T. Demir and E. Bjornson, “The Bussgang
decomposition of nonlinear systems: Basic theory and
MIMO extensions [lecture notes],” /EEE Signal Process.
Mag., vol. 38, no. 1, pp. 131-136, 2021.

[9] N. Carlevaris-Bianco, A. K. Ushani, and R. M. Eustice,
“University of Michigan North Campus long-term vision
and lidar dataset,” Int. J. of Robotics Research, vol. 35,
no. 9, pp. 1023-1035, 2015.



