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Original RVQ + 16-QAM  ResUME (M=[12.4.4]) ResUME (M=[0])

[PSNR / MS-SSIM] [16.24 dB / 0.5902] [18.74 dB / 0.6974] [20.78 dB / 0.7923]
SNR =5 dB

Original RVQ + 16-QAM  ResUME (M=[1,2,4,4]) ResUME (M=[0])
[PSNR / MS-SSIM] [17.99 dB / 0.6563] [23.25 dB / 0.8369] [24.64 dB / (.8852]
SNR = 10 dB

Original RVQ + 16-QAM RgsUME(AI [1,2.4,4]) RchME(NI [0])
[PSNR / MS-SSIM]| [22.78 dB / 0.8326] [26.76 dB / 0.9108] [25.19 dB / 0.8947]
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