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Equation 1. Loss Function about Diffusion Model
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€ = €pg —

Figure 2 = odA wAYES o83 34 A
Aeddgel dA mARES HoF i Su. &7
ZddMe d dd9e Fe dojdl dA 9xES
Zigbe 2 71E e RdoXs gle AAAd g9iE
ARE dold & gl o] 7|tew HF fgYom F

A7EA e el ApgET AA, dE owAY
*} "ok 42 omAE fEye Zdd & dAdEH
Adeg g e dF ojvA AAE ARgEA dnk B4,
AEE & gl 25 YL AdstA Mg
A, ojw, A& FA BES Crop &9 AFE8HA =,
Zelo] P T AR7F Aolds FHE ZHHA
A spxuteR, HAEZL gEog SojrhA Hw,
ol g A FoME A A HAEES ALg3la,
B7t A4 FAAME ¥ fYS BIA FI "HiEES
A-&-ghet,

i

il

z}z+o] <15 (Encoder)E Ea|A4 T3zl O]Hﬂ‘qoﬂ/ﬂ
Hte dudzl g2E QdudS odd wAYUSFS
AbgsiA Hh 42 dWd S o] &3le] Foe A=
otz Fie AR~ oHAHS AMRSHA WM,

Aspdom 5 4 Al QY gES 9A Ak @A
Az olnAE Fal Pojzl duelA ey 5o
wiol WE Hel F 5 A9 RES A WFow
A Hrh ol® i mue zar qeex

il

dolFol 4 ANeA  Hes H9iE 7
AReAE § Aokt Adxee gAe] Goms
e
m AE

Table 1 & ¥ Aol Aldshs 2-st 7]Ed
TSk Rddte] A4 v A3E HolErh Video
to Speech #oFe] A™FA Ax T 7M T2 AF=

Word Error Rate(WER)e|t}. ©]& —L‘%xc}g] % 84
ZRa= ARz 24 oA ZAxtel AY HAE 719
Apol & ARFshE Aot i AHelA HE KL
Hlg] Hojd de& BolFes As IAT 5 s 2

flo]  Short - Time  Objective Intelligibility
Network(STOI - Net)2 549 WREE HUlshe=
A Fo]al, Deep Noise Suppression Mean Opinion

Score(DNSMOS)E= 24 9] A28 %, Lip Sync Error-
Distance, Confidence(LSE-D, LSE-O)& <3 54

¥ Abolol AYE ¥AIFT A FolW, Distance 7}
wgos2 oMy Qs Y8y ®@ oujolH,
Confidence 7} &% A@ddAZE =th g

ATAN SHAAZ e mael H Aol dvd
-

i)
—Vi
)
o
HU
rm
bm
Mo
-3
>
rlr
)
o
to
o
)
W
I
T,
>.
m

3 = A2 PEEE FeAE
I} 5 3 =
Ag A¥Hen g3
Table 1. Performance comparison on LRS2
Method WER| STOI-Nett DNSMOST LSE-Ct LSE-D)
GT 1.5% 0.91 3.14 6.840 7.194
VCA-GAN 100.78% 0.51 226 2.396 11.763
Diffv2s 50.78% 0.89 292 6.432 7.654
Intelligible 44.23% 0.86 2.70 7.128 7.021
Intelligible + Avhubert 34.66% 0.86 2.67 7.018 7.111
V2Sflow-A 35.49% 0.93 3.14 7.029 7.329
V2Sflow-V 36.13% 0.93 3.12 7.189 7.264
Proposed 25.91% 0.91 3.03 7.301 6.985
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