NESSE B4 BT 9 Aol
EEHQ ezl

FE B4 BE A7
RENEES
1A et
kimsm0566@gachon.ac.kr, j17.lee@gachon.ac.kr

A study on enabling efficient offline inference
in entropy based splifet federated learning

Sunmin Kim, Joohyung Lee
School of Al Software at Gachon University

Q of

7]& Split Learmng S FE A AY &R Qg T HEEA TAVF A ol & s AstaiA),

E AFE SLE 7oz Zglo]dE o =gel FES 71538l A 8 Federated Split learning framework via
Mutual Knowledge Distillation (FSMKD)[1]¢] dE=Z3] 7| 458 F2& 533 oF dEZAE
71FEoR 93Pl E 27 FES HUH o R F35tE Federated Split learning framework via
Mutual Knowledge Distillation with Generalization Personalization(FSMKD_GP)Z #|¢F3tc}.

o7 Q%o FE T 8¢l FES AEslt) o=
I.A2 23 B4 0 &7} AL Zolm, Ay Adurs S2He A
_ 1213 e 3 Q5 & 9-A o5 o) 5l o & o
A Artificial Intelligence (AD#72 #4F 4 3be) 12*;‘1 o °L°4 e, ﬂdg}e I 5
geon A%y ANss AW, dog 3 u e dF AL A Al ZeAAAE AU ] ol
EA pol ogo] Aztsltl. =3 <kxl AFE 9o 7h, g Zeld9 s QCN 9o 4 7] wH) &8 AF
! §]—°ﬂ/ﬂ‘: =0 poldS XY, d8E 4 Qu}
giuls] Hag5e] Hotol 8FHE RokdAeE SR o o= h PEe= T oA
ols E4l U EYI(Quantum Cryptography Network,

QCN) ¢} 2 AAd Hetl 7|&
o] "g=4 ot}

ol gk HQl FAl A QoA Z}7e] EEfe]AET}
274 tolEx= FASHA B85S 435 Fede-
rated Learning(FL)¥} Split Learning (SL)< do|g 3

2 BANGHe Pse

LN
[
MKDloss | J i)

go|HAIE BT o]5E2 QCN o= HoH XH"*

ol mdl Fe ARus wise] YE foly =& 9l { Server model Predict |« [ Server model Predict |«

o Srg RSl s, A7 Iis ASk A L e o

Qf‘é -4 ‘E’"Xﬂe 7]’X]11] FL 34‘ SL % 7%?:11'?:5_ 3_7] —* Split learning forward propagation —s Local learning forward propagation

LK
IR
MKDloss [ | !

WAl ol A] 7+e B2 7A 3 9t}

o]&]gt AN A, FL ¥} SL & A3st FSMKD (Fede-
rated Split learning framework via Mutual Knowledge
Distillation)[1]7} A¢tE o] &5 Ad5S /Mo,
mdo] JRfo] Mu FHo EAe= SL 9 FRE A

--» Split learning backward propagation - » Local learning backward propagation

—  Federated learning

1% 1. FSMKD_GP ¢ Zdd9=2

FE Aol Al AAE oo e ekl FE Aloke] : --> Z=2() %E+ F
AT ot AAAdel F8% AA Al BAGA i (70
E4 HE3 Ad FAE YA T :
B e eglol 22 geks ZFEEuxl, FSMKD Client Body[ ] [ i ]ServerBody
(1] ZEd=e] dE=ZY 7w A&y 2 dAYE: 0000 T :
S £33 FSMKD_GP & A¢tsit}. o] &= SplitGP [2]9]
B 9](Out Of Distribution, OOD) ®lo]E] A &] o}e]t] ved (]
oje} BEFAAY =AS 83, 2 A JdEZIE 7|F 23 2. FSMKD_GP F& H =&



# V' v
0.8 M
0.7
0.6
=
o
Cos
3
o
o
< .44
0.3
0.2+ —— Fsmkd_GP-server
—— Fsmkd_GP-clients
0.1+ . Fsmkd_GP-entropy

T T T T T
75 100 125 150 175 200
Rounds

o 4
~
w
w
=}

% 3. HHJYAM(ED=0.DL W] FH 1

(e

o. 2
7}. FSMKD ¢} SplitGP

FSMKDI[1]& 7]¥ FL 3 SL ¢ 23 W29 A=
SEtaAl, A3 A FF (MKD) & &3] FL ¥} SL
Aes FUFoR PN = ZddYgay. 4oz
head:client-body:tail(7}¢13}) 2 head:server-body:tail
(FF =229)9 olF-body T ZE' /\}ﬁo}o:] EE}O]O%
Ed JiRlst nd A e
< Al A

SplitGP[2]1& /M13tel dutsl 54 @4 2 a8§4
2& Exe 3= SL 7)ot} e pnde B
SEfo]AES AW Fd HEe] tE 9
Folty, EgoldE FH2& sk, AH
£3] #x 9 00D dleolg A HFstes 3
a&AQ FEY A dwrstet JiistEeE 7 ORXEE
TA A gt

O

—\—’

F

1}, FSMKD_GP

Aot ¥ FSMKD_GP 9] 85 342 FSMKD[11¢} &
AsH([28 1]). Ego]AdEE head HE F F7H3k
(h_act)E& AW = HA$sta, AHE server-body A
< AF(B_ac)E HHEHeTh oA EE B_act & tail
o EAlA FEYH HARZ d=sHA, h_act = client-
body:tail o T3] 24 AR A% F3P3t}. gEHS

4 H ZololdEx= 7+ i@ Zzy Azud A4 #o)
LS o] €3 Cross Entropy 43 MKD £4& ZA%3

=2 s ARG SoldEs 24 AR Ed=
client-body & Qdlo]ESIH, 22 F= =42 head,
tail & JuO|EINTG M= F2Y H2 E48 nigo
2 2249 server-body & HHC|ES L, FI7|HoR
FedAvg & %3] head/tail 71EAE HE 2 734180
ZEto]AENA A v T

Aot ®© FSMKD_GP o 34 ofe]rjol dE=T]
71hke] Aoy FEAZ AHeolty, F2 A, HolHE
SoldE 24 2d AAE FHAA oF dEZIE
A A wEANe ek Ade OiEEJU} Amoﬂ
Aoy AzZE mwkolH F=7} EAl glo] dF d=
HE Az ARgshe ezl —Zr%é —rfﬁ?ﬂu} (I 1-:9
219 ARA). WiR AEZIT} °77ﬂ%k ool (%
2844, 00D HolHE <fn)), OlAEE /\1H19}

o
F 218k FSMKD GP ¢ 224 73&% = 3 -
3

AEZD | gajo|ges | MHE 99 | AE2D BE | M5 2Y | B2A0|UES | MuZ oY
oIAHIZE 29 gge ge 29 ¥R FEHE | 29 FEUE | Oyl EE
0.1 58.53% 86.60% 77.88% 46.14% 53.86% 89.93%
0.2 58.62% 86.15% 74.70% 37.68% 62.31% 86.71%
03 58.48% 86.27% 72.60% 31.52% 68.47% 84.15%
0.4 58.70% 86.56% 71.33% 27.62% 72.37% 82.41%
05 59.32% 86.81% 70.15% 22.84% 77.15% 80.81%
0.6 58.53% 86.10% 67.64% 18.96% 81.03% 78.56%
0.7 59.21% 86.18% 66.34% 14.48% 85.51% 76.98%
0.8 59.4% 86.65% 64.53% 9.96% 90.03% 7447%
0.9 59.62% B6.6% 63.47% 7.34% 92.65% 73.29%

F L ARE A% A

=1

o Ag 23

Altel FSMKD_GP €] 43 23, 44 shefn|El <l
E=y JAREL)L FE A2 A9 HF 45 F
2.3k dgSs Eth £ 0.1 %8 0.9 7A WAl
AlA, Eth=0.1 & o} H#e] HF F=g 2453
on, o= %ﬂ*‘i BES Ao vz By A
glgk AdR sMEr([E 1]). o dAeA 53.86%<
Sxepel F2 &S A S4 WE A3 mads
Bola, Mu mEl getimo] 89.93%°] FnE 2t
Atk ®g FSMKD_GP & b4 #<l 3t #AS S5
EL Al FHES ddsl

] yol7l, FSMKD_GP 9: 9

]I

158 B4 ARA A
AQl g4 A% QON #7 A gl U@ 2R s
e AT 53 QON W) = 2k 4 7] )

s =&
A3k SollA, FSMKD_GP + QCN 9] #& HS
]u}o; A A FA olx] w9 § =5
Alojel] &89 FAHE 7k

m 28

2 A= FSMKD[1]19] =22l &2 vas4
2, OﬂEijJ 7IHP ey FE
NE Nzow oxeel/ewel FEE
A4S =T AY A, AorE WA
(Eth=0.DolAH & HI=E FA3H 54 HELS 7
oz ﬂﬂfs}&iu}. o] FSMKD_ =
37 sl A B4, MelE, At 3|
Agehs B AA Al ZHdads gssH,
G5 F71H 9 A Aol Zthe Tt

O

ACKNOWLEDGMENT

=387 2R ATAKISTDY AT 724
AUt} (FAME K25L5M2C2/P25030)

fu i
> e
og{;&

o (e

22 E

hE

[1] L. Lyu, H. Yu, C. P. Lam, H. Li, Y. Shen, and Y. Liu,
"Federated Split Learning via Mutual Knowledge
Distillation," IEEE Transactions on Network Science and
Engineering, vol. 9, no. 6, pp. 4385-4398, Nov.-Dec.
2022.

[2] H. Zhang, Y. Venkatesha, J. R. Zhang, H. Zhao, and R. K.
Gupta, "SplitGP: Achieving Both Generalization and
Personalization in Split Learning," Proc. 40thInternational
Conference on Machine Learning (ICML), pp. 40148-
40173, Jul. 2023



