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Component Specification
CPU Ryzen 5900x 3.7GHz
Hardware GPU NVIDIA RTX 3090
RAM DDR4 43GB
Python 3.10
Software TensorFlow 2.12.0
XGBoost 1.75
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DoS #4842 AA AE T AY g FES Az glown,
X 3 FYxd As 27
Class Precision Recall Fl-score Support
DoS 1.00 1.00 1.00 1,164,865
Probe 0.92 0.94 093 12,343
R2L 0.06 0.16 0.08 329
U2R 0.11 0.76 0.20 17
Normal 0.9 0.9 0.9 291,976




