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요 약 

  공학·수학·화학 등 수식 발화가 잦은 도메인에서는 일반적인 음성 인식 모델만으로는 숫자, 기호, 단위 등이 포함된 발화를 

정확히 처리하기 어렵다. 이러한 특성을 반영하려면 해당 task 에 특화된 파인 튜닝이 필요하지만 고성능 모델은 높은 

VRAM 자원을 요구하고, 경량 모델은 수식 인식 성능이 부족한 한계가 있었다. 본 연구에서는 Whisper-Large 모델에 8-bit 

Quantization 과 LoRA 를 적용하여 수식 인식 성능을 유지하면서도 자원 효율을 높일 수 있는 구조를 실험적으로 검토하였다. 

그 결과 학습에 필요한 VRAM 소모량은 기존 Whisper-small 대비 약 68% 감소하였으며 학습에 사용되지 않은 공학 수학 대학 

강의 데이터를 통해 성능을 평가한 결과 기존 대비 CER 은 15.59%, WER 은 37.82% 개선되었다. 

 

I. 서론 

본 연구는 음성 인식 모델에 대하여 수식이나 공식이 

포함된 발화를 보다 정확하게 추출하기 위한 목적에서 

비롯되었다. 초기 실험에서는 Whisper-small 모델을 

기반으로 파인 튜닝하였고 학습 데이터와 동일한 출처 의 

데이터에 대해서는 CER 약 9% 수준으로 준수한 성능을 

보였다. 그러나 외부 강의 음성 입력 시 수식 발화에 관하여 

결과가 좋지 못 하였고, 이는 whisper-small 모델의 

용량에서 오는 근본적인 한계라고 판단하였다. 이에 따라 

모델의 규모가 더 큰 Whisper-large 로의 파인 튜닝을 

시도하였으나 보유한 자원에서는 VRAM 사용량 초과로 

인하여 학습 진행이 불가능하였다. 

이에 본 연구에서는 VRAM 소모량을 줄이면서도 도메인 

특화 발화를 반영할 수 있도록 양자화와 LoRA 기반의 

경량화 구조를 적용하는 실험을 진행하였다. 

 

II. 관련 연구 

2.1 음성 인식 모델 

2.1.1 Whisper 

Whisper 는 OpenAI 에서 공개한 End-to-End 음성 인식 

모델로, Common Voice, LibriSpeech 등 주요 

벤치마크에서 상위권 성능을 기록하고 있다. Transformer 

기반의 only-decoder 구조를 통해 입력 음성 전체를 

컨텍스트로 활용하며 텍스트를 생성한다. 특히 mel-

spectrogram 을 직접 입력받아 예측을 수행하는 구조는 

복잡한 수식 표현이나 수치가 조합된 발화에서도 높은 

표현력을 보이는 구조라서 본 연구의 도메인 특화 음성 인식 

목적에 적합하다고 판단하였다.[1] 

 

 

2.2 모델 경량화 

2.2.1. Quantization 

  Quantization 은 모델의 연산 정밀도를 낮춰 연산량과 

메모리 사용량을 줄이는 방법이다. 일반적으로 32 비트 또는 

16 비트 부동소수점 연산을 8 비트 정수 수준으로 변환하며 

성능 저하 없이도 GPU 메모리 점유율을 줄일 수 있다고 

알려져 있다.[2] 

 

2.2.2 LoRA(Low-Rank Adaption) 

  LoRA 는 기존 모델의 가중치를 고정한 채 일부 선형 

계층에 저차원 행렬을 삽입하여 미세 조정하는 방식이다.[3] 

전체 파라미터를 학습하지 않고도 효율적인 파인 튜닝이 

가능하며 학습 자원 절감에 효과적이다.  

 

III. 연구 방법 

3.1 데이터셋 구성 

데이터셋은 AI-Hub에서 제공하는 국내 ‘대학 강의 음성 

데이터’를 기반으로 구성하였으며 전체 약 36 만 개의 샘플 

중 영어 단어나 숫자 발화가 모두 포함된 약 4 만 7 천 개의 

데이터를 선별하여 학습에 활용하였다. 수식이나 공식의 

발화는 대부분 영어 단어나 숫자 표현으로 구성되기 때문에 

이러한 조건을 포함하는 데이터만을 추출하였다.  

 

3.2 실험 환경 

모델 학습은 단일 GPU 기반 Linux 환경에서 수행하였으며 

사용한 주요 라이브러리는 [표 2]에 정리하였다. 

 

 

 



표 2. 라이브러리 환경 

Category Value 
Python Version 3.10.16 

GPU NVIDIA RTX 3090 24GB 

PyTorch 2.6.0 

Transformers 4.51.3 

PEFT 0.15.2.dev0 

 

3.3 모델 구성 및 학습 방식  

Whisper-Large-v2 모델은 8-bit 정밀도로 양자화된 

형태로 로드한 뒤 q_proj 와 v_proj 계층에만 LoRA 를 

적용하여 파인 튜닝을 수행하였다. 모델 양자화는 Hugging 

Face 에서 제공하는 BitsAndBytesConfig 를 활용하였고 

LoRA 는 PEFT 프레임워크를 통해 구성하였다. 전체 

파라미터를 학습하지 않고 일부 계층만을 학습 대상으로 

설정한 구조로 양자화 정밀도만 Normal Float 4bit 가 아닌 

Integer 8bit 로 구성된다는 점을 제외하면 QLoRA 의 설계 

방식과 유사하다.[4] 학습 관련 주요 설정은 [표 3]에 

정리하였다. 

 

[표 3] Whisper 학습 핵심 설정 요약 

Category Value 

Base Model Whisper-large-v2 
Model Setup 8-bit Quantized + LoRA 

LoRA Config r=32, α=64, dropout=0.1 

Batch Size 16 x 4(accumulation) 

Learning Rate 2e-5 

Epochs 5 

 

IV. 실험 및 결과 

4.1 학습 데이터셋 기반 성능 평가 

모델의 성능 평가는 문자 단위 오류율(CER)과 단어 단위 

오류율(WER)을 기준으로 진행하였다. 한국어 기반 음성 

인식에서는 발화의 세부 정확성을 판단하기 위해 WER 보다 

CER 이 더 민감하게 작용하므로 본 연구에서는 CER 을 주요 

평가 지표로 WER 을 보조 지표로 활용하였다. 먼저, 학습에 

사용된 데이터셋에 대한 평가에서는 두 모델 간 CER, WER 

수치가 유사한 수준으로 나타났고, [표 4]에 정리하였다. 
 

[표 4] 학습 데이터셋 기반 성능 평가 결과 

Model CER(%) WER(%) 
Whisper-small 9.21 36.21 

Whisper-large(Quant+LoRA) 10.03 37.62 

표[4]에서 확인할 수 있듯, 학습에 사용된 데이터셋과 같은 

출처인 테스트 데이터셋을 기준으로 평가한 결과, CER 과 

WER 수치가 유사하는 것을 통해 두 모델 간 기본적인 학습 

성능은 구조나 용량과 무관하게 거의 동일했다는 것을 알 수 

있다.  

그러나 학습에 사용되지 않은 외부 강의 음성에 대한 추론 

결과에서는 명확한 성능 차이가 나타났다. [표 5]에 따르면, 

Whisper-large 는 whisper-small 에 비해 CER 기준 15.59% 

높았으며 WER 기준 37.82% 높게 측정되어 일반화 

성능에서 확연한 개선이 확인되었다. 

 

[표 5] 외부 데이터셋 기반 일반화 성능 평가 결과 

Model CER(%) WER(%) 
Whisper-small 21.84 50.30 

Whisper-large(Quant+LoRA) 6.25 12.48 

이는 학습 데이터 기반 성능이 유사하게 수렴한 조건에서 

도출된 결과로, Whisper-large(Quant+LoRA) 모델이 수식 

발화에 대한 인식 구조 일반화에 더욱 적합함을 보여준다. 

  

4.2 VRAM 사용량 

Whisper-small 모델은 학습 과정에서 약 22GB 의 

VRAM 을 소모하였다. 반면, Whisper-large 에 

Quantization 과 LoRA 를 적용한 구성은 약 7GB 수준으로 

약 68% 가량 VRAM 사용량이 감소하였다. 동일한 학습 

데이터를 처리하면서도 훨씬 적은 연산 자원으로 모델 

학습이 가능하였고, 관련 수치는 [표 6]에 정리하였다. 
 

[표 6] 모델 학습 시 VRAM 사용량 비교 

Model Peak VRAM Usage 
Whisper-small 24.35 GB 

Whisper-large(Quant+LoRA) 6.25 GB 

 

V. 결론 

Whisper-Large 모델에 Quantization 과 LoRA 를 

결합하여 설계한 본 실험 구조는 기존 Whisper-small 모델 

대비 약 68% 수준의 VRAM 만을 사용하면서도 외부 

데이터셋에 대한 일반화 성능에서는 CER 기준 15.59%, 

WER 기준 37.82%의 개선을 달성하였다. 이처럼 VRAM 

요구량이 낮아지면서 Whisper 기반 모델의 파인 튜닝은 

보다 다양한 분야와 기관에서 접근하기 쉬울 것이다. 특히 

전문 교육, 의료, 법률 등에서 맞춤형 적용이 용이할 것이다. 

또한, 강의 영상 기반 정보를 신뢰성 있게 제공하는 RAG 

기반 챗봇 시스템 구축에도 기여할 수 있어 LLM 의 환각 

현상을 방지하는 데에 활용할 수 있다. 
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