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Category Value
Python Version 3.10.16
GPU NVIDIA RTX 3090 24GB
PyTorch 2.6.0
Transformers 451.3
PEFT 0.15.2.dev0
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Category Value
Base Model Whisper—large—v2

Model Setup
LoRA Config

8 —bit Quantized + LoRA
r=32, a=64, dropout=0.1

Batch Size 16 x 4 (accumulation)
Learning Rate 2e—5
Epochs 5
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Model CER (%) WER (%)
Whisper —small 9.21 36.21
Whisper—large (Quant+LoRA) 10.03 37.62
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Model CER (%) WER (%)
Whisper—small 21.84 50.30
Whisper—large (Quant+LoRA) 6.25 12.48

ol 55 dlolEl 7|8k Adso] FAFSHAl RS 3ol A
=9 492 Wh1sper large(Quant+ LoRA) 2 glo] 4=4]
Whslef sk Q14 2 URkstel B 4ET-& HojF,

4.2 VRAM AM&-2

Whisper-small 92 3st& IAGoA <k 22GB 9
VRAM & AX®3%3tr. whd,  Whisper—large  ©f

Quantization ¥ LoRA & &3t 742 ¢k 7GB =507
°F 68% 7+ VRAM Abg-aFo] 1Had O*E} TAE o5
ol = ﬂﬂﬂ‘ﬂ’ﬁ 2R AL dAal qhdow ‘j‘“
st5o] 7hsskdal, B A= [E 6] g sk

[¥% 6] 29 8+% A VRAM A5 vl

Model Peak VRAM Usage
Whisper—small 24.35 GB
Whisper—large (Quant+LoRA) 6.25 GB
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