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Table 1: Evaluation on Brats2020 Dataset
T1 T2 I'lce Flair

NMSE| SSIMt | NMSE| SSIMt | NMSE| SSIMt | NMSE|  SSIMt
Base Model 0.0431 0.9293 | 0.0914  0.9092 | 0.0747  0.9075 | 0.0628  0.8895
AdaIN 0.0278 B .‘ 0.0890  0.9240 | 0.0712  0.9195 | 0.0408  0.9138
Attention 0.0295 0.0903 09225 | 0.0680  0.9202 | 0.0325  0.9098
AdaIN + Attention | 0.0301  0.9405 ‘]40) 0.0835  0.9243 | 0.0658  0.9240 | 0.0389  0.9280
Table 2: Evaluation on IVDM3Seg Dataset
Fat Wat Opp Inn
NMSE| SSIMt | NMSE| SSIM?T | NMSE| SSIMt | NMSE|  SSIM?t
Base Model 0.0295  0.8462 | 0.0764 0.8754 | 0.0943  0.8502 | 0.0943  0.8883
AdaIN 0.0278  0.8600 | 0.0552  0.8843 | 0.0865 B 0.0902  0.8968
Attention 0.0256  0.8501 0.0608  0.8780 | 0.0901 y 0.0879  0.8935
AdaIN + Attention | 0.0288 ~ 0.8498 | 0.0602  0.8765 | 0.0865 0.8542 | 0.0849  0.8894
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