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요 약

GPU를 사용하는 머신러닝 워크로드가 Kubernetes 환경에서 실행될 때, GPU 메모리 부족 오류가 발생하면 단순 재시작만으로는 문제를 해결할 수
없다. 이는 고정된 GPU 리소스 요청으로 인해 동일한 조건의 재시작이 반복되기 때문이다. 본 논문에서는 Fluentd 기반 로그 수집과 Custom
Controller를 활용하여, GPU 메모리 부족 오류 발생 시 GPU 자원을 동적으로 조정하고 Pod를 자가 치유(Self-Healing)할 수 있는 MLAutoHealer
시스템을 제안한다. 제안 시스템은 Kubernetes-native 방식으로 설계되었으며, 선언형 정책 리소스를 기반으로 GPU 재할당 및 리소스 최적화를 자동
화한다.

Ⅰ. 서론

Kubernetes는 다양한 워크로드의 자동 배포, 확장, 자가 치유 등을 지원

하는 클라우드 네이티브 플랫폼이다. 최근 머신러닝(ML, Machine

Learning) 모델의 대형화와 GPU 수요 증가에 따라, Kubernetes 환경에

서 GPU 기반 ML 워크로드의 안정적인 실행이 중요해지고 있다[1]. 그러

나 실행 중 GPU 메모리 부족(OOM, Out-of-Memory) 오류는 ML 작업

의 중단을 초래하며, Kubernetes의 기본 재시작 정책만으로는 이러한문

제를 근본적으로 해결할 수 없다[2].

이에 본 논문에서는, OOM 오류 발생 시 GPU 리소스 요구량을 동적으

로 조정하여 자가 치유(Self-Healing) 할 수 있도록 하는 MLAutoHealer

시스템을 제안한다.

Ⅱ. 관련 연구

Kubernetes 기반 리소스 자동화 연구는 오퍼레이터 기반 구성 자동화,

HPA/VPA 기반확장정책, KEDA 등 이벤트기반 스케일러중심으로이

루어져 왔다[3]. 이에 대한 발전으로 최근에는 강화학습 기반 오토스케일

러(AWARE[4])를 활용하거나, 이벤트 기반 워크플로우 확장

(HyperFlow WMS[5])처럼, 동적 상황에 맞추어 리소스를 실시간조정하

는 방향으로 발전하고 있다.

또한 NVIDIA GPU Operator, DRA(Dynamic Resource Allocation[6])

등은 리소스 관리에 기여하고 있지만, ML 워크로드에 특화된 OOM 대응

구조는 부재하다. 최근 연구에서는 GPU 메모리 요구량을 사전에 예측하

여 스케줄링에 반영하는 VeritasEst[7]와, Kubernetes 환경에서 GPU 메

모리 초과 할당을 허용하는 nvshare[8]가 제안되었으나, 여전히 OOM 발

생 시 동적으로 GPU 요청량을 조정하여 자가치유하는 시스템은 드물다.

Ⅲ. MLAutoHealer 시스템 설계

Ⅲ-Ⅰ. 시스템 구성

MLAutoHealer는 다음과 같은 주요 구성 요소로 이루어진다:

그림 1. MLAutoHealer 시스템 구성도

1. Fluentd: Pod 로그를 실시간 수집하여 OOM 메시지를 탐지

2. MLAutoHealer Controller: OOM 이벤트 수신 후리소스조정 로직 수

행

3. MLAutoHealingPolicy CRD: 정책 선언형 리소스로 대상 Pod 범위와

대응 방식을 정의

Ⅲ-Ⅱ. 정책 기반 자가 치유 흐름

그림 1과 같이MLAutoHealer 시스템은 GPU 기반의머신러닝워크로드

실행 중 발생하는 OOM 오류에 대해 자동으로 대응할 수 있도록 설계되

어 있다. 워크로드가 실행되는 동안 GPU 메모리가 부족하여

OOM(CUDA out of memory) 오류가 발생하면, 해당 오류메시지는컨테

이너의 표준출력에로그로기록된다. Fluentd는 클러스터 내모든 노드에

DaemonSet 형태로 배포되어, 각 컨테이너의 로그 파일을 지속적으로 수

집하고 분석한다. 이 과정에서 Fluentd는 OOM 패턴을 감지하고, 사전에

구성된 HTTP 출력플러그인을통해MLAutoHealer Controller에 이벤트

를 전송한다.

이벤트를 수신한 MLAutoHealer Controller는 먼저 해당 Pod의 이름과



그림 2. MLAutoHealingPolicy CR

네임스페이스를 바탕으로 Kubernetes API를 통해 Pod 객체를 조회하고,

이로부터 ownerReference 정보를 추출한다. 이를 통해 해당 Pod를 생성

한 상위 리소스(예: Deployment, Job 등)를 식별하고, 정책 적용 여부를

판단하기 위해 클러스터 내 정의된 MLAutoHealingPolicy 리소스를 탐색

한다. 정책에는 적용 대상 네임스페이스, 라벨 셀렉터, 최대 재시도 횟수,

GPU 확장 전략 등이 정의되어 있으며, 조건이 만족되면 지정된 GPU 스

케일링 전략에 따라 리소스 조정 작업이 수행된다.

MLAutoHealer는 상위 리소스의 spec.template을 patch하여 GPU 요청

량(nvidia.com/gpu)을 증가시키고, 필요 시 Deployment 혹은 Job을 재시

작하여 새로운 리소스 조건이 반영된 Pod가 생성되도록 유도한다. 이 과

정을통해동일조건에서반복적으로발생하던 OOM 문제가해결되며, 사

용자의 개입 없이 자가 치유가 이루어지는 구조를 완성하게 된다.

Ⅲ-Ⅲ. 정책 리소스: MLAutoHealingPolicy

MLAutoHealer 시스템은 GPU OOM 상황에 대한 자가 치유 기능을 정

책적으로 제어할 수 있도록, 커스텀 리소스인 MLAutoHealingPolicy를

정의한다. 이 리소스는 클러스터 내 특정 워크로드에 대해 어떤 조건에서

어떤 방식으로 자가 치유 조치를 수행할지를 선언형으로 기술할 수 있도

록 설계되었다.

그림 2와 같이정책리소스의 spec 필드는여러 설정항목으로구성된다.

먼저 targetNamespaces 필드를 통해, 자가 치유 정책이 적용될 네임스페

이스를 명시할 수있다. 예를들어, "ml-jobs"라는네임스페이스를 지정하

면, 해당 네임스페이스 내에서 실행 중인 모든 Pod가 이 정책의 대상이

된다.

또한, podSelector 항목은 라벨 기반 필터링 조건을 정의한다. 여기서

workload-type: ml이라는 라벨을 가진 Pod만 정책의 적용 대상이 되도록

제한함으로써, 동일한 네임스페이스 내에서도 특정 유형의워크로드만 선

별적으로 제어할 수 있다. 이와 같은 필터링 기능은 정책의 적용 대상을

세밀하게 조정할 수 있게 하며, 다양한 팀과 서비스가 혼재하는 멀티테넌

시 환경에서도 유용하게 활용될 수 있다.

maxRetries 필드는 OOM 오류발생 후자가치유시도 횟수의상한선을

정의한다. 이를통해무한반복되는조정시도로인한자원낭비와불안정

성을 방지할 수 있다. 예를 들어 3으로 설정된 경우, MLAutoHealer는 동

일한 Pod 또는 상위 리소스에 대해 최대 세 번까지 GPU 리소스 조정 시

도를 수행한다.

GPU 조정전략은 gpuScaling 필드를통해제어된다. enabled: true로 설

정되면 GPU 조정이 활성화되며, strategy 항목에는 조정 방식이 정의된

다. 예를 들어 "double-once"는 현재 할당된 GPU 수를 한 번에 두 배로

늘리는 전략을 의미한다. 이외에도 "increment" 방식처럼 점진적으로 조

정하는 전략도 향후 확장이 가능하다. maxGPUs는 조정 가능한 GPU 수

의 최대치를 설정하여, 무분별한 리소스 할당을 방지한다.

이러한 정책 리소스는 MLAutoHealer Controller가 동작하는 데있어 기

준점이 되는 선언형 매개체로 기능하며, 관리자가 복잡한 로직을 코드로

작성하지 않아도 고수준의 복구 정책을 Kubernetes-native 방식으로 정

의할수있도록한다. 나아가이구조는 GPU 외에도Memory, CPU, 혹은

DRA 기반 리소스에까지 확장 가능하여, 일반화된 ML 워크로드 자가 치

유 프레임워크로 발전할 수 있는 기반이 된다.

Ⅳ. 결론

본 논문에서는 Kubernetes 환경에서 GPU 기반 ML 워크로드의 OOM

오류에 대응하여 자가 치유를 가능하게하는MLAutoHealer 시스템을제

안하였다. 제안 시스템은 로그기반이벤트탐지와정책기반리소스조정

을 결합하여 반복적인 OOM 문제를 자동으로 해결할 수 있다. 앞으로는

다양한 ML 워크로드 유형에 대한 적용 및 실험을 통해 성능과 안정성을

더욱 검증할 예정이다.
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