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요 약

본 논문은 다중 센서 신호를 기반으로 낙상 및 신체 활동을 효과적으로 인식할 수 있는 다중 헤드 주의 메커니즘
기반의 경량시간적합성곱신경망을 제안한다. 특히, 시간적 합성곱 블록을 통해 인과적 정보와 장기시간 의존성을
효과적으로 포착하면서도훈련파라미터 수를 줄이는 구조적효율성을 달성하였다. 또한, 다중 헤드주의메커니즘은
시간과 채널 간의 상호 관계를 학습하여 중요한 시점의 특징을 강조하고 불필요한 정보는 억제하도록 설계하였다.
제안된 모델은 UMAFall과 UCI-HAR 공개 데이터셋에서 3가지 낙상 유형과 6가지 일상생활 동작 인식에 적용되었
으며, ResNet18 기반 경량 모델 (LRN) 대비 파라미터 수 (0.077M)를 약 3배 감소시키면서도, 낙상 감지에서 1.5%,
일상생활 동작 인식에서 0.6% 향상된 매크로 F1 점수를 기록하여 성능과 효율성 모두에서 우수함을 입증하였다.

Ⅰ. 서 론

인간 활동인식은사람이 수행하는 특정움직임이나행동을감지하고해

석하는 데 중점을 둔 역동적이고 광범위한 연구 분야이다. 최근에는 환자

의 일상활동과움직임을 추적하거나, 노인의 낙상을 감지하거나, 도난 및

강도와 같은 사건을 실시간 탐지하는 시스템 등 다양한 분야에 적용되고

있다. 딥러닝기술을활용한인간활동인식모델이활발히연구되고있으

나, 여전히실시간처리와인식 성능 간의균형을효율적으로 해결하는방

법이 요구된다. 본 연구에서는 다중 센서 신호를 기반으로, 낙상 및 일상

생활 동작을 효과적으로 인식하기 위한 경량의 시간적 합성곱 구조를 제

안한다. 제안하는 모델은 다중 헤드 주의 메커니즘을 적용하여 다양한 동

작의 특성을 보다 정확하게 포착할 수 있도록 설계하였다.

Ⅱ. 본론

낙상 감지 및 신체 활동 인식을 위한 다중 헤드 주의 메커니즘 기반의

경량 시간적 합성곱 신경망 구조는 그림 1에 제시되어 있다. 제안된 구조

는 합성곱 임베딩, 시간적 합성곱, 트랜스포머 인코더, 추론의 네 가지 주

요 블록으로 구성된다.

2.1. 경량 시간적 합성곱 신경망 구조

합성곱 임베딩 블록은 1차원합성곱 (Conv1D), 배치 정규화, ReLU 활성

화함수로구성되며, 가속도및 각속도와같은 다중 센서신호로부터 시간

적 지역특징을효과적으로 추출하는데 사용된다. 이어서, 시간적 합성곱

블록은이러한지역특징으로부터인과적정보 [1]와 더긴 시간적 의존성

[2] 을 포착할 수있도록설계되었다. 트랜스포머 인코더 블록에서는다중

헤드 주의 메커니즘 [3]을 적용하여, 입력 시퀀스의 모든 시간적 지점과

채널 간의상호관계를 동시에고려함으로써 낙상 또는특정신체활동이

발생한시점의중요한특징정보를강조하고, 보다표현력있는특징을추

출할 수 있도록 하였다. 마지막으로, 전역 평균 풀링 계층은 다양한 지역

특징의 차원을 효과적으로 축소하는 데 활용되었다.

2.2. 데이터셋

제안된 경량 합성곱 신경망의 성능을 평가하기 위해, 두 가지 공개 데이

터셋인 UMAFall [4]과 UCI-HAR [5]을 사용하였다. UMAFall은총 19명

의참가자로부터 수집되었으며, 가슴, 허리, 손목, 발목의 4개 신체 부위에

부착된 센서 태그와 오른쪽 주머니에 위치한 스마트폰을 통해 데이터를

기록하였다. 해당 데이터셋은 3가지 낙상 유형 (전방, 후방, 측면 낙상)과

12가지 일상생활동작 (activities of daily living, ADL)을 포함한다. 본 연

구에서는 15가지 활동 중, 가슴 부위의 센서 태그에서 수집된 9채널 신호

(3축 가속도계, 3축 자이로스코프, 3축 지자기 센서; 20Hz)를 활용하였으

며, 이를 기반으로 낙상 여부를 탐지하는데 활용하였다. UCI-HAR 데이

터셋은 30명의지원자를 대상으로수집되었으며, 각 지원자는 스마트폰을

허리에 착용한 채 6가지 일상생활 활동 (걷기, 계단 오르기/내리기, 앉기,

서기, 누워 있기)을 수행하였다. 스마트폰에 내장된 3축 가속도계와 3축

자이로스코프를 통해 선형 가속도와 각속도가 50Hz의 일정한 샘플링 속

도로 측정되었다.

2.3. 데이터 전처리 및 분할

본 연구에서는 낙상 감지 및 신체 활동 인식의 성능을 보다 객관적으로

평가하기 위해, Z-점수 표준화와 슬라이딩 윈도우 기반 시퀀스 분할이라

는 최소한의 전처리 기법만을 적용하였다. UMAFall 데이터셋에서는 가

슴 부위에 부착된 센서 태그로부터 수집된 9채널 신호를 고정된 윈도우

길이 1초 (20개 샘플), 이동 간격 0.5초 (10개 샘플)를 이용하여 시퀀스로

분할하였다. 훈련과 실험용 데이터는 무작위로 70%와 30% 비율을 가지



도록 하였고, 검증용 데이터는 훈련 데이터에서 무작위로 10% 추출하였

다. UCI-HAR 데이터셋은 선형 가속도와 각속도 신호를 고정된 윈도우

길이 2.56초 (128개 샘플)와 이동 간격 1.28초 (64개 샘플)를 이용하여 시

퀀스로 분할하였다. 이 데이터셋은 참가자를 기준으로 무작위로 분할된

훈련용 (70%)과 테스트용 (30%)을 제공함으로, 훈련 데이터에서 무작위

로 10% 추출된 시퀀스를 검증용으로 사용하였다.

2.4. 실험환경 및 평가

경량 시간적 합성곱 신경망은 윈도우 10, 텐서플로우 2.5 프레임워크 상

에서 구현하였고, AMD Ryzen 9 3900X 12-Core Processor 3.79 GHz,

128 GB 메모리, Nvidia Geforce RTX 2080 Ti 환경에서 실험하였다. 제

안된 경량 모델의 성능 수준을 판단하기 위해, ResNet18의 변형된 경량

모델 LRN [6]과 비교하였다. 모든 실험은 배치크기 (64), 최대 에폭 수

(100)에서 범주형교차엔트로피 오차를 고려한 Adam 최적화 (초기 학습

율, 1e-3)를 사용하여 학습하였다. 학습 동안에 Stochastic Gradient

Descent with Warm Restarts (SGDR) [7]을 이용하여 점진적으로 학습

율을 조정하였다. 이때 주기 증가 계수 (2), 최대 학습율 감소 계수 (0.5),

최저 학습율 비율 (0.01), 첫 번째 감쇠 주기 길이는 30 에폭 × 미니배치

크기로 설정하였다.

2.5. 결과

표 1은 제안된 경량 시간적 합성곱과 LRN과의 비교 결과를 보여준다.

제안된방법은 LRN에 비해 훈련파라미터 수를약 3배가량 경량화 하면

서, 3가지 낙상 유형에서 약 1.5%, 6가지 신체 활동 인식에서 약 0.6% 개

선된 매크로 평균 F1 점수를 보였다.

평가척도
UMAFall UCI-HAR

LRN Proposed LRN Proposed
정확도 0.9594 0.9746 0.9477 0.9559

매크로 평균 F1 0.9593 0.9744 0.9489 0.9553
가중치 평균 F1 0.9594 0.9746 0.9479 0.9556
훈련 파라미터 0.234M 0.077M 0.234M 0.077M

표 1. 제안된 방법과 LRN의 성능 비교

Ⅲ. 결론

본 연구에서는 다중 센서 신호를 활용하여 낙상 감지와 신체 활동 인식

이 가능한 경량 시간적 합성곱 신경망 구조를 개발하였다. 제안한 신경망

은 다양한 지역적 특징으로부터 인과적 정보와 장기 시간 의존성을 효과

적으로 포착하기위해 팽창 인과적 합성곱을 활용하였다. 또한, 모든 시간

지점과채널간의상호 관계를 동시에 고려하여중요한 시점의특징을 강

조함과 동시에 불필요한 특징을 억제하기 위해 다중 헤드 주의 메커니즘

을 적용하였다. 제안한 경량 모델은 공개 데이터셋 UMAFall과

UCI-HAR에서 LRN과의 비교를 통해 성능의 우수성을 보였다.
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그림 1. 경량 시간적 합성곱 신경망 구조


