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Figure 1. Model structure of MAP decoder for multi-model.
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Model ResNet18 ResNet50 DenseNet121
Accuracy(%) 95.30 96.68 97.24
MV 97.56
Sv 97.50
approxMAP 97.56
MAP 98.80

Table 1. Simulation results for experiment 1.
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Table 2. Simulation results for experiment 2.
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