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Category Value Description

Object Size 4 MB Recommended base object size
Threads 16 Recommended thread amount
Operation seq/write | Benchmark modes for read/write

Test Duration 60s
Page Number 128
Replication Size 1&3

Stable throughput averaging time
Fixed to minimize OSD imbalance
Performance comparison purpose
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