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요 약

연합학습(Federated Learning, FL)은 데이터프라이버시를 보장하면서분산 단말에서모델을 공동학습하는 기술이다. 그러나매라운드마
다 전체 모델 파라미터를 업로드·다운로드해야 하므로, 네트워크 지연 및 누적 통신량이 학습 속도의 주요 병목으로 작용한다. 본 연구에서는 이러한
한계를 완화하기 위해 Block-wise Federated Learning (BWFL) 을 새롭게 제안한다. 제안 방식은 모델을 B개의 블록으로 분할하고, 각 라운드에서
선택된블록만 전송·집계하는 구조로 통신 효율을극대화한다. 모든 클라이언트는 전블록을로컬데이터로 학습하되, 서버는선택블록만을 부분 집계
하여 전송량을 절감한다. 실험 결과, BWFL은 기존 FedAvg 대비 동일 정확도 도달 시 누적 통신량을 감소시킴을 확인하였다. 이를 통해 제안 기법은
통신 효율과 학습 성능 간의 균형을 효과적으로 달성함을 확인하였다

Ⅰ. 서 론

연합학습은 중앙 서버가 각 단말의 원천 데이터를 수집하지 않고, 분산된

모델 파라미터를 통합하여 전역 모델을 학습하는 기술로 주목받고 있다.

그러나기존방식인 FedAvg는 매 라운드마다전체모델파라미터를업로

드·다운로드해야 하므로, 네트워크 지연과 누적 통신량이 학습 효율을 제

한하는핵심 병목으로작용한다. 특히, 모델 크기가 커질수록 이러한 병목

은 더욱 심화되어, 실제 분산 환경에서의 학습 속도 저하와 통신 자원 낭

비를 초래한다.

이에 본 연구에서는 이러한 문제를 구조적으로 완화하기 위해

Block-wise Federated Learning (BWFL) 을 새롭게 제안한다. BWFL은

모델을 여러 개의 블록 단위로 분리하고, 각 라운드마다 선택된 블록만을

통신·집계하도록 설계하였다. 모든 클라이언트는 여전히 전체 모델을 로

컬 데이터로 학습하므로 표현 일관성을 유지하지만, 서버는 일부 블록만

수집·통합하여 통신량을 크게 줄인다. 이를 통해 전송 비용을 최소화하면

서도 기존의 방식보다 더 나은 성능을 보일 수 있었다.

본 논문에서는 BWFL의 시스템 구조와 알고리즘을 정식화하고, 기존의

FedAvg 및 진행형 학습(ProgFed)과의 비교를 통해 제안 방식의 효율성

을검증한다. 평가 지표로는라운드별정확도및누적통신량대비정확도

를함께분석하여, 제안 기법이 학습 속도와 통신효율모두에서우수함을

보임을 실증한다.

Ⅱ. 시스템 모델

본연구에서는하나의 중앙서버와 명의클라이언트로구성된 연합학
습 환경을 고려한다. 각 클라이언트 ∈  는 고유한 데이
터셋

     ​
을 보유하며, 서버는 전역 모델 파라미터 ∈를 관리한다. 모델은개의 연속된 블록으로 구성되어 있으며,

       
로 표현된다. 각 블록은 네트워크 계층의 기능적 구간(예: Convolution +

Batch Normalization + ReLU)을 의미하며, 유사한 파라미터 수를 갖는

다.

라운드 에서 서버는 전역 모델 을 모든 클라이언트로 전송하고, 각
클라이언트는이를초기값으로하여로컬데이터셋 를기반으로학습
을 수행한다. 로컬 목적함수는 다음과 같이 정의된다.

       ∈ 
ℓ

여기서 ℓ은 교차 엔트로피 손실 함수,는 입력 에 대한 모델
예측값이다. 로컬 학습은 확률적 경사하강법(SGD)을 이용하여다음과 같

이 진행된다.         ∇  
모든 클라이언트는 동일한 에폭 수 (     )만큼 학습을 수행
하여 로컬 모델 을 완성한다.
로컬 학습 후, 클라이언트는 모든 블록을 학습하지만 서버로는 선택된 블

록 집합  ⊆ 의 파라미터만 업로드한다. 서버는 에 포
함된 블록에 대해서만 집계를 수행하며, 각 블록 ∈ 에 대해 전역

모델은 다음과 같이 갱신된다.

       
     

 
 ​

선택되지 않은 블록은 갱신되지 않고        ∉  ​

로 유지된다. 이후 서버는에 해당하는 블록만 다시 각 클라이언트로 브
로드캐스트하여 다음 라운드를 시작한다.

통신량은 라운드 에서의 선택 블록 크기에 의해 결정되며,
  ∈  

    ≤     
  ​
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로 정의된다. 이를 통해 동일 정확도 달성 시 누적 통신량 절감률을 평가

한다.

본 시스템은 (i) 전 블록학습으로 표현일관성을 유지하고, (ii) 부분 집계

로 통신 효율을 확보하며, (iii) 비집계 블록의 안정성을 보장하는 구조를

갖는다.

Ⅲ. 제안 기법: Block-wise Federated Learning(BWFL)

제안하는 Block-wise Federated Learning (BWFL) 은 모델을 블록 단

위로 분리하고, 각 라운드에서 선택된 블록만 전송·집계함으로써 통신 효

율을 향상시키는 방법이다. 모든 클라이언트는 동일한 전체 모델을 로컬

학습하되, 서버는 블록 선택 규칙에 따라 일부 블록만 수집·통합한다.

이 방식은 전체 모델을 교환하는 전통적 FedAvg 대비 통신량을 크게 절

감하면서도, 전 블록 학습을 유지하여 정확도 손실을 최소화한다.

BWFL의 핵심 절차는 다음과 같다.

(1) 서버는 전역 모델 을 모든 클라이언트에 배포한다.
(2) 각 클라이언트는 로컬 데이터셋으로 전 블록을 학습하여 을 획득
한다.

(3) 서버는 사전에 정의된 선택 집합 에 해당하는 블록의 파라미터만
수신한다.

(4) 서버는 선택된 블록에 대해서만 가중 평균 집계를 수행하여   을 갱신한다.
(5) 갱신된 블록만 브로드캐스트하여 다음 라운드를 진행한다.

이러한구조는 통신효율과모델일관성의 균형을달성하도록설계되었으

며, 선택 집합 의 구성에 따라 다양한 트레이드오프 조정이 가능하다.
또한, 클라이언트가 모든 블록을 학습하기 때문에 특정 블록이 집계되지

않더라도 전체 모델의 표현 공간이 안정적으로 유지된다.

Ⅳ. 실험 결과

제안한 BWFL 기술의성능평가를 위해기존연합학습방식인 FedAVG

와 또 다른 블록 기법을 사용한 연합학습의 종류인 ProgFed와 비교하였

다. 모델은 Resnet-18 모델을사용하였으며, CIFAR-10 데이터셋을사용

하였다. 평가는 IID, NIID의 경우를 비교하였으며, 라운드 별정확도와 실

제 통신 비용 별 정확도 그래프를 도출하였다. 이를 통해 실제 성능 비교

와 통신 비용 절감을 분석하였다..

IID(fig.1–2)와 NIID(fig.3–4) 환경을 종합적으로 분석한 결과, BWFL

은 데이터 분포의독립성 여부에 관계없이 FedAvg보다 안정적으로 높은

정확도와 우수한 통신 효율을 동시에 달성하였다.

먼저 IID 환경에서는모든 클라이언트가균일한 데이터 분포를 가지기때

문에 각 로컬 모델이 비교적 비슷한 방향으로 수렴한다. 이 상황에서

FedAvg는 전체모델을매라운드마다전송하기때문에학습진행이완만

하게이루어졌고, 초기 300라운드까지의 상승 구간에서정확도 개선이 느

리게 나타났다. 반면 BWFL은 블록 단위 전송 방식을 통해 보다 빠른 초

기 수렴을달성했으며, 동일한 통신량기준에서 FedAvg 대비 2~3% 높은

평균 정확도를보였다. 또한 BWFL은 FedAvg의 최종 정확도(마지막 100

라운드 평균)에 도달하기까지 약 30~35%의 누적 통신량만을 사용하였으

며, 이후 수렴 구간에서도 정확도의 안정성이 유지되었다. ProgFed는 세

모델중가장높은최대 정확도를기록했으나, 학습 과정에서 추가적인블

록 교환과 연속적 파이프라인 구조로 인해 통신비용 증가가 불가피했다.

반면 NIID 환경에서는 각 클라이언트의 데이터 분포가 상이하여 수렴 과

정에서 진동과 불안정성이 나타났지만, BWFL은 여전히 FedAvg보다 빠

른수렴속도와더높은최종정확도를기록했다. 초기 라운드에서는데이

터 편차로 인해 일부 변동이 있었지만, 전체적으로는 점진적이고 안정적

인상승세를보였다. 반면 FedAvg는 비균등데이터에민감하게반응하여

후반부까지 정확도 향상이 지연되는 경향을 보였다. 특히 통신량 기준 분

석(fig.4)에서 BWFL은 동일 정확도 달성까지 필요한 누적 통신량이

FedAvg 대비 약 35~40% 낮았으며, 학습 후반부에서도 통신 효율성이 유

지되었다. ProgFed는 최고정확도를유지했으나, 클라이언트간불균형이

커질수록 오히려 불안정한 진동폭이 확대되어 효율성 면에서는 BWFL보

다 낮은 일관성을 보였다.

Fig.1 Round vs Accuracy(IID) Fig.2 Com-cost vs Accuracy(IID)

Fig.3 Round vs Accuracy(NIID) Fig.4 Com-cost vs Accuracy(NIID)

Ⅴ. 결론

본연구는연합학습에서발생하는과도한 통신비용문제를 해결하기 위

해블록단위 모델 집계(Block-wise Federated Learning, BWFL)를 제안

하였다. 제안한 방식은 모델을 여러 블록으로 분할하고 각 라운드에서 일

부블록만 선택적으로업로드·집계함으로써불필요한 데이터전송을 줄이

는 구조를 가진다. 클라이언트는 전체 모델을 로컬 데이터로 학습하되 서

버는 선택된 블록만 통합하여 통신 효율을 극대화하며, FedAvg 대비 약

30~40%의 통신량 절감과 동시에 더 높은 정확도 및 빠른 수렴을 달성하

였다.
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