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Abstract

As next-generation networks such as 6G evolve toward Al-native architectures, both network operations and end-user
applications are increasingly dependent on computationally intensive Al models. This paradigm shift introduces a significant energy
footprint, driven by two major contributors: computation energy and transmission energy. Despite growing awareness, there remains
a lack of systematic studies addressing the combined impact of Al computation and transmission on overall energy consumption. To
quantify this impact, we conducted an experiment using six optical character recognition (OCR) models, two deployed on-device and
four at the network edge. The results reveal a steep rise in energy consumption with model size and deployment distance. Building
on these insights, we propose an energy-aware adaptive model selection framework that dynamically balances performance and
energy efficiency. The framework leverages a decision transformer-based reinforcement learning mechanism to intelligently select
the most suitable model from a hierarchical model pool spanning device, edge, and cloud deployments.

I . Introduction

The rapid expansion of artificial intelligence (AD) technologies
across diverse domains has led to an unprecedented reliance on
large-scale Al models. This reliance, however, comes with a
significant rise in energy consumption, primarily from two
sources: computation energy, driven by resource-intensive
training and inference of large models, and transmission energy,
incurred during the transfer of data and inference tasks across
devices, edge servers, and cloud infrastructures.

II. Method

During the inference phase, the conventional practice of
transmitting every task to large models residing in centralized
servers can lead to significant and unnecessary energy
expenditure. Not all tasks require the precision or complexity of
such heavy models. The optimal model choice depends on the
nature of the input data and the criticality of the task; simple or
non-critical inferences may achieve sufficient accuracy with
much lower computational cost. An adaptive and context-aware
inference strategy can therefore yield substantial energy savings
by reducing both transmissions overhead and the computation
burden of large, centralized models.
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Fig. 1. Decision transformer Architecture
Fig.1 illustrates that the state for the decision transformer
integrates both the intrinsic properties of the input data:

capturing its complexity and the application-level requirements
such as accuracy tolerance and latency targets. The table below
presents an analysis of the energy consumption (EC) in KWh of
various OCR models evaluated over 1,000 inference requests.

Table.1 Comparison of various OCR models

Models size Location Accuracy | Latency |EC
Tesseract ~100K [ On-device | 0.334 83.38 0.001
Paddle OCR ~4M On-device | 0.71 14.91 0.00041
Easy OCR ~22M | Edge 0.79 40.58 0.00044
TrOCR-Base | ~333M | Edge 0.881 82.99 0.00326
TrOCR- ~608M | Edge 0.91 118.84 0.005825
Large

Moon dream ~2B Edge 0.885 248.4 0.01304

II. Conclusion

This proposal demonstrates the potential of integrated
advanced decision transformer—based reinforcement learning
techniques for adaptive, energy—efficient Al model selection.
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