VQC (Variational Quantum Circuit) }2}7] €

X
offl
1%
ofy

AgE F83 QCNN 9 F2tvE 5839l s 7t

ofr

rd
A
off
e
-{

=z =
ARF, 8

SLEE b

T o gk

mindy0522@korea.ac.kr, *junheo@korea.ac.kr

A Study on Parameter—Efficient Learnable Observables in QCNNs with
Differentiated Learning Strategies

Minjoo Kim, Jun Heo *

Korea Univ., Korea Univ.*

2 o
& dA ARFH AZBQONN) S 1HH #3572 Observable) & AFgatel dolH e f8% AnE FEa
Aokol gk B AFAAE o]F FEsfuA, seble £8 AEHOR AAW H4 /b5 BEF(carnable

observable) & 7—.L THIEC Agsh= WS ASked. ozl @5 dEv|E o] el &Wﬂe sla 7=

1.4 &

A ABZFH AAT(QCNN)2 Cong et al. [1]9]
o& A AQkE o], olu|A] A4 ol A ;A
548 E&3t= 79 op¥AE FEga Qi
skAIRE 7] QCNN 9] 8t w2k 32 (VQO)
el et Erhs HA3tetn, 54 DA E 1A
¥ #=ZZ(Observable) S AFESIEZ B 37
7} Sl

olelg Fx4 @A ddstu, S. Y. Chen 5&
VEF EA 35 b5 sebelHE TSl 573
Y& ANFe Aze WEFE ANPG2). B A
T o] ololtel® wgow dhu, vetvly E&Y
3} s ekl 2FE REAT )E AT 20 x2n
dol % oAl 2x2 F4 BEFEL a0 o
depele] 5 27 29, B39 sy 3
A W R detel il sl b

9 Edviel A

[<}

Zolty. CNN A9
o )z AAS =3

3t JtEAE %Tor(welght sharing) 3t 2, A&

o dejvEo g &2 st&o] 7lEst).

) e 4 A2z A
°]

S Restel AR OB S Ae g AE 9E0 BEYL ¥
43k MNIST dolefl £7 48 43, 95 stebvle 1Fe] M2 FEvlol4 (Adagrad) & 288 2] 7bg
e HAE PHEE Hol, ALT PHE] QONN 9 H5g Ao

0% FHNA F 9SS 333

|0) =
0 —
o U
|0) =
Encoding Variational Measurement
2% 1 A By Sz 7
o] ¥t ZE I+ a9 1 B Zol A dAR
Ae, A4, 2139 (Encoding) @A E 14

5 ArE| 2 WEsith S, 85 sk
1(0)5 F3g "I A 32 (VQO) 7F ¢18
3l dlole ] #Ee xasitt vQC Wie]
2 9+ FEIWFO] A (optimizer) & 3l 2243}
e

2,
=
o i -
o
o
)
2L

HoE
ot
&)
mlo

wdo g s galolth wixu =3
asurement) GAll = VQC & AX HE A}
]ﬁﬁ AAbste] @Al 5EA oz &

ofN I ox o
ol

[os]
i)
of>
N
or
o
e
|\
ot
=
@
2
5
=
)
@]
o
7]
@
3
&
e

N

+ Pauli-Z 9} & 173
2, 34 e 54 71A

Ry
27 o
2A
u =z

Z
> 1o
j A R
o oX

an)

g

)
1%
z
o
,_\
et
of
oE o
do
1o
}-J
§3i
rtl
o
wY
rr
o
X
N
N
30,

2
=914 2x2 %i 1%—%% A gl =4
439, ol
of 2nx2n 2719 A
debulE ZEAS A FAol

= >u o

BLD oo [l
:‘.":’UQﬂlloér]‘E


mailto:junheo@korea.ac.kr

7 ulEd] AeHE 03T 0t 4 e A5
ZFR1E] b = (by, by, bs,by) o Pauli @] 43 Ago

2 o33 o] FgHrh:
0(b) = byl + by0, + b30, + b,o,

o] stetvlE] b VQC TFHetule gsF 4 HA st
o o] FHE& S EEE FolH dolEg £&7 &
del 7HE Fest ARE F2T 5 U= 4 1A
9} 73 A EH (eigenvalue spectrum) = AAF
g&etA Hol, HF EF AIREE FHAIZTH
C. 43 29

AT M AT 98, MNIST dolH A&
o] &38lo] #F (classification) A& HaAFch At
o WHEY adE #4817 fEl, v %
7HA QCNN R4S dAste] dAE As F4E v
o

@ VQC: g 7hsst #S5F A0S B8k &

o
= 7E 24

@ VQC+LO: LO & =%3tH, vQC detvle g

AT SHE Y REvlolAR FAsHe B

® Differential Learning: LO 3&}n|g 150 A
S8 Tg45ES AW Adagrad SE|vlo] A

g 852 48% %Y

A 2P o7lgA ¢ tgE EE Ay 212 F
dstA AT, BE olnA = S FEe| a&F
o= QFIY3] A 10x10 A AV E HA
Hon A3 PennyLane ¥ PyTorch 7]4HF A&7
ol 3ANA FHEHAY. 2+ Bl g% I ofA
= A% dole Al st 44 (validation loss) ¥ %
3% (validation accuracy) & BUEH g o shHo]
45y Fo= HAE dHolgAl U3t HF E7 &
g E Z4slo] des AFHeE vt
D. 43 Z+ 8 4

Ad Ay, 71 2dl
A wE Y E5E
A= dAE e
LO)E =93 7d 2 ¢} 3 &
HA R, g55o] Halde| wet =
st AES HY ol LO & =
243 sEbeyg Fe gk, d74 o
2do s AE dold ZAgs TS
Eig=

Validation Performance Comparison

° & 1VQC (Baseline)

e * 2VaCHO
%150 A ® 4 Dual Optimizer
i
5125 LR |
s »

B 100 LS »
gﬂfb -.:°=
g RE 2 TP
T3 890440
050 Cu.o..-—‘.,..gg..,.‘.'.,,._.__._'.

- - > ®.
“.,:_-, gottsettgyedostod e ST
08 seetftE
L 2
S e
P X
i n

Validation Accuracy
o
2

o
@

L] -@ 1 VQC {Baseline)
- 2Vac+Lo
® . 4 Dual Optimizer
i3 8 7 9 1 18 15 17 i@ 2 23 25 27 24 3 33 B I 0
Epoch

2% 2 & (Epoch)oll W& #AF &4 2 FIT W3}

=
@«

¥ 1 HF HAE &4 9 H3r vu

= =
HAE &4 EIAE ST (%)
VQC 0.4564 86.00
VQC+LO 0.3793 88.67
Differential Learning 0.3782 89.00

HF H2AE A3 (E D, g5 7t BSHFLO=
=Rl%k mdlEe VFE nduyg 2 Ass 249
o, 53] VQC ¢ LO Hw&tvE 18 Ex2 ¥
wlo] A S Ag3 e 3 o] 89.00% = 7MF T e

of, 7 stetrle gel Rt AAs HPL w2
L A5 By Aol fEatt B AT Ee
e s g
m A e
B ol QONN 9 A% @4e 98 stebuld &
49 24 Ay by BSFLOIH A5 S A
22 ALST 1 BRE A

3 Ay L0 & 59¢
ARG 7] RERT 52 HAE = )
o yolzk, LO FehiE 2&Fe] ERe JE oA E

g3 A5 gg wdol Y $H 45 /2y
o ol: mdo] doleld] i Ao 53 /A%

stEohe Aol Fo% ¥k ol vQC ¢ LO It
g o HA g s FEste Ae gE dEke] B
Ao dhtst s Fdgetes d ad89e AA
=
AEAOR, B AFA Atst WHES ¢

HE HAes 243S B9 ope, % o &
QCNN o7 83 el A 2+ shepve] G847t
BAthE AoA w2 29E 7Hxt &3], B
oAl A&t Pauli 3HO A3 AF a2 AA &
A =AM E 2 Y A E (gradient) AlAko] 7}
53 el e - AL E f A (parameter—shift rule)
¥ z@EHERE, AL 2Ee FF NISQ©Noisy
Intermediate—Scale Quantum) x| oAe] F+& 4
sk oist g st 23 Qi

e T o
g o

ACKNOWLEDGMENT

o] =& 2025 A% AF(AA7EHREAT)Y AU
BRAF AT PR LA AL RGAAFRDAD ] A9
(RS-2024-00431853, 50%)3} 2025 A% FF(Hel7]|&4d R
T AYdoR FRF471897H 9 ADNo. RS-
2023-00225385, 50%)& Wro} 3w A
Fa1EHA
[1] Cong, Iris, Soonwon Choi, and Mikhail D. Lukin.
"Quantum convolutional neural

networks." Nature Physics 15.12 (2019):
1273-1278.

[2] Chen, Samuel Yen—Chi, et al. "Learning to
measure quantum neural networks." 2025 I[EEE
International Conference on Acoustics, Speech,
and Signal Processing Workshops (ICASSPW).
IEEE, 2025.



