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요 약  

 
실제 양자 프로세서에서는 누화로 인해 동시에 구현 가능한 물리적 CNOT 게이트의 수가 제한되
어 있다. 본 논문에서는 레이어 충실도를 이용하여 실제 양자 프로세서 상에서 서피스 부호를 배
치할 시, 동시 수행 가능한 게이트 조건을 파악하고, 다중 CNOT 게이트 동시 실행 하기 위해 필
요한 시간을 구한다. 

 

Ⅰ. 서 론  

서피스 부호(Surface Code)는 인접한 큐비트 간의 

국소적 연산만으로 높은 오류 정정 능력을 보이는 
대표적인 양자 오류 정정 부호로, 최근 초전도 기반 양자 

프로세서에서의 구현이 활발히 진행되고 있다 [1]. 

그러나 실제 하드웨어에서는 인접 게이트 간 누화 

(crosstalk)가 발생하여 동시에 수행할 수 있는 2 큐비트 

게이트의 수가 제한된다 [2].  

기존의 무작위 벤치마킹 (simultaneous  randomized 

benchmarking)은 실제 병렬 수행 환경에서의 오류 누적 

효과를 반영하기 어렵다 [3]. 이를 보완하기 위해 

병렬적으로 수행되는 게이트 집합 전체의 성능을 
측정하는 지표로 레이어 충실도 (Layer Fidelity)가 

제안되었다 [4]. 

본 논문에서는 레이어 충실도를 활용하여 실제 양자 
프로세서 상에서 서피스 부호를 수행할 때 발생하는 

동시 게이트 수행 한계와 필요한 수행 시간을 분석한다. 

특히 IBM 사의 127 큐비트 프로세서인 ibm_brisbane 을 

대상으로 시뮬레이션을 수행하고, 병렬 CNOT 게이트의 

개수에 따른 EPLG(Error Per Layered Gate) 변화를 
통해 누화가 급격히 증가하는 지점을 규명함으로써, 

서피스 부호의 효율적인 배치 및 동시 수행 전략을 

제시한다. 

 

Ⅱ. 본 론  

1. 서피스 부호의 동시 수행 조건 

서피스 부호의 신드롬을 측정하는 과정에서 전체 

물리적 CNOT 게이트를 수행하는데 소요되는 시간을 kt, 
단일 물리적 CNOT 게이트를 수행하는데 걸리는 시간을 

t 라고 하면, 다중 CNOT 게이트 동시 실행 시간인 k 는 

다음과 같이 정의할 수 있다. 
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여기서 4𝑛은 서피스 부호를 수행하는데 필요한 전체 
물리적 CNOT 게이트 개수를 𝑟은 동시 수행 가능한 

CNOT 게이트 개수를 의미한다. 물리적 CNOT 게이트를 

수행하는데 제약조건이 없는 상황에서 k=4 이다. 

그러나, 실제 양자 프로세서에서는 수행하고자 하는 

2-큐비트 게이트가 서로 인접하여 있을 경우 누화가 

발생하여 수행이 제한된다. 누화는 특정 큐비트에 

가해지는 제어가 의도치 않게 인접 큐비트에 영향을 

미쳐 발생하는 오류이다. 따라서 서피스 부호를 실제 
양자 프로세서 상에서 수행할 시, 누화는 필수적으로 

고려할 대상이다. 

2. 레이어 충실도와 누화의 관계 

레이어 충실도(Layer Fidelity, LF)는 양자 프로세서의 
성능을 대규모로 평가하기 위해 제안된 지표이다. 기존의 

벤치마크가 양자 게이트를 개별적이고 고립된 (isolated) 

환경에서 평가하는 것과 달리, 레이어 충실도는 실제 

양자 알고리즘의 실행 단위와 유사한 계층(layer) 전체의 
성능을 측정하는데 중점을 둔다. 여기서 계층이란, 

동시에 병렬적으로 실행되는 다수의 2-큐비트 게이트 

집합을 의미한다. 

이러한 접근 방식의 가장 큰 특징은 여러 게이트가 
동시에 작동할 때 발생하는 오류, 특히 누화에 매우 

민감하다는 점이다. 누화는 개별 게이트 측정 방식으로는 

포착하기 어렵다. 따라서 레이어 충실도는 개별 게이트의 

품질을 넘어, 다수의 게이트가 상호작용하는 현실적인 
연산 환경에서의 종합적인 충실도를 평가하는 지표라 할 

수 있다. 

레이어 충실도를 구하는 과정은 다음과 같다. 

평가하고자 하는 N 개의 큐비트 집합과 이를 연결하는 
전체 2-큐비트 게이트 계층 (full layer)을 먼저 정의한다. 



그 후, 이 전체 계층을 서로 큐비트를 공유하지 않는 

M 개의 분리된 계층 (disjoint layers)으로 분할한다. 

그리고 각 분리된 계층에 포함된 모든 게이트와 유휴 
(idle) 큐비트에 대해 동시 직접 무작위 벤치마킹 

(simultaneous direct randomized benchmarking, SRB)을 

수행한다. 이 과정에서 회로에 장벽(barrier)을 삽입하여 

해당 계층의 모든 연산이 정확히 동시에 시작하고 
끝나도록 동기화한다. 이는 실제 알고리즘의 누화를 

정확히 반영하기 위함이다. 

벤치마킹을 통해 얻은 각 요소( 𝑗 )의 감쇠율( 𝛼 )로부터 

프로세스 충실도( 𝐹!,.$ )를 계산한다. 이후, 각 분리된 

계층의 충실도(𝐿𝐹% )는 해당 계층에 포함된 모든 요소의 

충실도를 곱하여 구한다. 최종적으로, 전체 계층의 

레이어 충실도는 모든 분리된 계층들의 충실도를 다시 

곱하여 계산한다. 
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이는 기존에 누화의 측정 지표인 SRB 대비 프로세스 

오류가 높으므로 프로세스 충실도의 하한선으로 볼 수 
있다. 또한, 실제 동시 실행 환경에서의 오류율(layered 

error)과 개별 실행 환경에서의 오류율(isolated error)을 

비교함으로써, 특정 양자 프로세서에서 누화가 성능에 

미치는 영향을 정량적으로 분석할 수 있다. 

 

3. 양자 프로세서 상 게이트 배치를 고려한 서피스 

부호의 동시 수행 조건 분석 

레이어 충실도는 계층의 크기(큐비트 개수)에 따라 
값이 달라지므로, 크기와 무관하게 성능을 비교하기 위해 

계층화된 게이트당 오류 (Error Per Layered Gate, 

EPLG)'라는 정규화된 지표를 사용한다. 이는 전체 

계층의 충실도를 해당 계층에 포함된 2-큐비트 게이트의 

개수( 𝑛'( )로 보정한 값으로, 계층 환경에서 동작하는 

개별 게이트의 평균적인 오류율을 나타낸다. 

𝐸𝑃𝐿𝐺 = 1 − 𝐿𝐹!/#!" 

누화가 전혀 없다고 가정하면 각 물리적 CNOT 

게이트는 독립적이므로 계층화된 게이트당 오류는 거의 

일정하다. 그러나, 동시 수행하는 게이트 수가 늘어나면 
누화가 증가하게 되어 레이어 충실도가 낮아지게 되고, 

결과적으로 EPLG 가 증가하게 된다. 즉, 오류가 

급격하게 증가하는 부분이 누화가 상대적으로 심한 

부분으로 볼 수 있다. 

양자 프로세서 상 동시 수행 조건을 분석하기 위해 
IBM 사의 ibm_brisbane 127 큐비트 프로세서를 

사용하였다 [6]. 분석을 위해 Qiskit 시뮬레이션 툴을 

통해 100 개의 큐비트를 사용한 2-큐비트 게이트를 

동시에 수행했을 때 발생하는 EPLG 를 관찰하였다.  

 
<시뮬레이션에 사용된 100개의 큐비트> 

 
<ibm_brisbane 프로세서의 EPLG> 

해당 프로세서에서는 동시 수행 개수가 58 개 부분에서 

EPLG 급격히 증가하는 것을 알 수 있다. 127 큐비트 

레이아웃에 맞춰 거리가 3 인 서피스 부호를 수행한다고 

하였을 때, 가능한 논리 큐비트 개수는 7 개이고, 필요한 
전체 물리적 CNOT 게이트 개수는 168 개이다. 따라서, 

해당 프로세서에서 다중 CNOT 게이트 동시 실행 하기 

위해 필요한 시간은 k=3 이다. 

Ⅲ. 결론  

본 연구에서는 레이어 충실도 (Layer Fidelity)를 

활용하여 실제 양자 프로세서 상에서 서피스 부호의 

동시 게이트 수행 조건과 한계를 분석하였다. 시뮬레이션 

결과, IBM Brisbane 127 큐비트 프로세서에서는 58개의 
CNOT 게이트를 동시에 수행할 때부터 EPLG 가 급격히 

증가하는 현상이 관찰되었다. 이는 해당 시점부터 누화의 

영향이 현저히 커지며, 병렬 수행 효율이 급격히 

저하됨을 의미한다. 최종적으로, 누화를 고려할 경우 
다중 게이트를 안정적으로 수행하기 위한 시간 계수는 

k=3 으로 도출되었다.  

이러한 결과는 향후 하드웨어 인식형 오류 정정 코드 

설계(hardware-aware QEC design) 및 효율적인 게이트 
스케줄링 알고리즘 개발에 기초 자료로 활용될 수 있다. 
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