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요 약

본 연구는 정밀 용접 공정에서 필요한 작업 영역의 위치와 자세를 측정하기 위한 영상처리 기반 측정 방안을 제안한다. 제안한 방안은 카메라 및
레이저로구성되며, 영상 처리 알고리즘을 통해 레이저 포인터가 조사된 작업 영역의 중심 좌표와 기울기를 계산한다. 획득된영상은 전처리, 기하학적
정보 계산및 지수 이동 평균(EMA) 기반의데이터 안정화단계를 거쳐 카메라로부터의 작업영역까지의 상대 위치와 작업영역의 기울기를 도출한다.
실험 결과, 제안한 시스템과 알고리즘의 성능을 검증하였다.

Ⅰ. 서론

4차 산업혁명시대에제조업은 사이버물리시스템과인공지능, 사물인

터넷(IoT) 기술의 융합을 통해 지능형 생산체계를 갖춘 스마트팩토리로

빠르게 전환되고 있다[1]. 이러한 변화는 단순 자동화를 넘어, 공정 데이터

를 실시간으로 수집·분석하여 오차를 제어하는 방향으로 발전하고 있으

며, 이에 따라 정밀 측정 기술이 스마트 제조의 핵심이 되고 있다. 특히

정밀 용접과 같은 고정밀 공정에서는 부품 간 위치가 수 mm만 어긋나도

품질 저하와 불량률 증가로 이어지므로, 정확한 위치 측정 기술이 필수적

이다.

정밀 거리 측정을 위해 레이저 센서가제안되었다[2]. 레이저 거리센서

는 지정된 위치까지의 거리만 측정 가능하므로, 작업 대상의 위치 정보를

얻을수없다. 따라서, 용접과같이 3차원작업을위한측위가필요한공정

에서 활용의 한계가 있다.

위치 정보를 위해 3D 카메라를 활용한 측정 방안이 제안되었다[3-4]. 다

중의 카메라와삼각측량법을활용하여객체의 3차원위치를측정한다. 그

러나다중 카메라를사용하므로시스템구성이 복잡해지고카메라의왜곡

및 비틀림으로 인한 누적 오차가 발생할 수 있다.

본 논문에서는 카메라와 레이저로 구성된 시스템에서 영상 처리 기법

을 활용하여 위치와 각도를 측정하는 방안을 제안한다.

Ⅱ. 본론

2.1. 전체 시스템 구성

본 논문은 영상처리 알고리즘을 이용하여 레이저 포인터의 위치와 작

업 영역(Object)의 기울기를 측정하기 위한 연구로서, [그림 1]과 같이 카

메라, 레이저, 그리고작업영역으로구성된다. 레이저는평면에원형과십

자 패턴을 작업 영역에 투사하고, 카메라는 이를 촬영하여 영상 데이터를

획득한다. 측정된 카메라로부터 작업 영역까지의 상대 위치와 작업 영역

의 기울기는 용접로봇의 제어부로 전송된다.

2.2 제안 방안

본 논문에서제안하는 알고리즘은영상전처리및 특징추출, 기하학적

정보 계산, 데이터 안정화의 3단계로 구성된다. 1단계에서는 카메라로부

터 영상을 획득하면, 영상의가우시안 필터링, 임계값 처리와같은전처리

를 시행한 후 식별된 윤곽선에 레이저 스폿의 형태를 가장 잘 나타내는

타원의 특징(타원의 중심 좌표(Xc ,Yc), 장축(Lmajor) 및 단축(Lminor)의 길

이)을 추출한다. 추출된 타원의 특징을 바탕으로 주요 기하학적 파라미터

인위치와각도 정보를계산한다(2단계). 위치 정보는타원의중심 좌표로

구성되며레이저스폿의 2D 평면상위치를나타낸다. 각도 정보는 타원의

장축과 단축 길이의 비율을 이용하여 투사된 표면의 상대적 기울기 각도

를 나타내며 아래 수식 (1)과 같다.

  arccos

min
 (1)

마지막 3단계에서는 추정된 타원의 위치 정보와 각도 정보는 지수 이

동평균(Exponential Moving Average, EMA)을 적용하여 측정값의시간

적 변동을 완화하고 데이터의 안정성을 확보한다. 실시간으로 계산된 위

치 좌표와 기울기 각도는 최종적으로 영상 화면에 출력되어, 사용자에게

현재 상태에 대한 정량적인 데이터를 시각적으로 제공한다.

그림 1 시스템 구성



Ⅲ. 실험결과

본 절에서는영상 기반측정 알고리즘의성능을 확인하기위해, 표면의

기울기 측정 정확도 실험과 레이저 스폿의 위치 측정 정확도 실험, 두 가

지 실험을 연산 장치로 NVIDIA 젯슨나노, 원형과 십자가교차된 레이저

와 CSI 카메라 모듈을 사용하였다. 영상 데이터는 1280×720의 해상도와

30 fps의 프레임레이트 조건에서 획득하였으며, 조명은 실내 고정광아래

균일한 조도로 유지하였다. 카메라는 (0, 0, 250mm)에 위치하고 평면 작

업 영역(모니터)은 XY평면에 위치하였다.

3.1. 기울기 각도 측정 실험

정밀하게각도를조절할수있는 평면에레이저를 투사하고, 실제 물리

적 각도와 본 시스템이 측정한 각도를 비교하여 알고리즘의 정확도를 평

가하였다. [그림 2] 은 각각 0°, 30°, 45°, 60°로 설정된 평면에서의 측정

결과를 보여준다.

(a) 기울기 0° (b) 기울기 30°

(d) 기울기 60°(c) 기울기 45°

그림 2 각도별 평면에 나타나는 레이저 형태

기울기 각도가 0°일 때, 2.26°로측정되었다. 30°로 기울어진 평면에 투

사된레이저스폿은원형에서약간길어진타원형태로 31.53°로 측정되었

다. 기울기각도 45°에서 44.12°로 측정되었으며, 60°로기울어진평면에서

60.68°로 측정되었다. 각도에 따른 기울기 측정 결과([표 1]) 기울기가 클

수록 두 축의 길이(Lmajor와 Lminor) 차이가 커져서 정확도가 더 높았다.

실제 각도 0° 30° 45° 60°
측정 각도 2.26° 31.53° 44.12° 60.68°
측정 오차 2.26° 1.53° 0.88° 0.68°

표 1 각도에 따른 측정 결과

3.2. 위치 좌표 추적 실험

제안한방안의위치에따른측위 성능을평가하기 위해, 카메라가고정

된 상태에서 XY평면에 조사한 레이저의 위치를 변화하였을 때의 상대적

위치측정성능을실험하였다. 이를 위해 (0, 0, 250)에 카메라를 고정하고,

(108, 86, 0)과 (124, 86, 0)의 선분 사이에 x-좌표를 달리하여 네 점(그림

3)에 대한 위치를측정하였다. 측정 결과(표 2) 거리가증가할수록 오차가

1mm에서 2.2mm로 증가하였다.

실제 위치 (108, 86) (113, 86) (119, 86) (124, 86)

측정 위치 (109, 86) (114, 87) (119, 88) (125, 88)

측정 오차 1 1.4 2 2.2

표 2 X 좌표 이동에 따른 측정 결과(단위: mm)

(a) [109, 86] (b) [114, 87]

(d) [125, 88](c) [119, 88]

그림 3 위치 이동에 따른 좌표

Ⅳ. 결론

본 논문에서는 정밀 용접 공정의 자동화를 위해 영상 처리 시스템을 기

반으로 한 실시간 측정 시스템을 제안하고 구현하였다. 제안된 시스템은

레이저 패턴의 기하학적 분석을 통해 작업 영역의 기울기와 위치를 측정

하였다. 본 연구 결과는, 향후 용접 공정의 자동화와 품질 향상에 효과적

으로 활용될 수 있다.
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