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요 약  

 
본 논문은 NVIDIA BlueField-3 SmartNIC 을 대상으로 DMA, NVMe-over-Fabrics(NVMe-oF), 패킷 전송과 같은 

대표적인 오프로드 연산의 성능 특성을 분석하였다. 각 연산의 단일 실행 및 복합 실행 환경에서 성능을 실험적으로 

측정하고, 이를 제한하는 주요 병목 자원을 규명하였다.  

 

Ⅰ. 서 론  

최근 데이터센터에서는 AI 및 빅데이터 기술의 확산에 

따라 100 Gbps 이상의 고성능 네트워크 인터페이스 

카드(NIC)를 사용하고 있다. 그러나 이러한 고속 

네트워크 환경에서는 패킷 처리 과정에서 과도한 CPU 

사이클이 소모되어 데이터 연산에 활용 가능한 자원이 

감소하는 문제가 발생한다. 이를 해결하기 위한 대안으로 

프로세서, 메모리, 하드웨어 가속기 등을 내장하여 NIC 

자체에서 복잡한 연산을 처리하는 SmartNIC 이 등장했다. 

본 논문에서는 SmartNIC 의 대표적인 연산인 DMA, 

NVMe-oF 및 네트워크 전송을 대상으로, 단일 실행뿐 

아니라 복수의 연산이 동시에 수행되는 상황에서의 

성능을 실험적으로 분석한다. 특히 복합적인 SmartNIC 

연산 간의 자원 경쟁 및 대역폭 제약이 전체 성능에 

미치는 영향을 규명한다. 

 

Ⅱ. 본론  

1) SmartNIC 성능 병목 분석의 필요성 

SmartNIC 은 일반적으로 FPGA, SoC, ASIC 기반 

아키텍처로 구현되며 각각 비용, 유연성, 성능 측면에서 

장단점을 가진다. 본 연구는 높은 유연성을 제공하는 

SoC 기반의 NVIDIA BlueField-3 를 대상으로 한다. 

BlueField 는 Mellanox ConnectX NIC 과 SoC 를 

결합하여 Arm 코어, DDR 메모리, 다양한 가속기와 

DPA 를 통합한 구조를 가진다. 

하지만 SmartNIC 이 제공하는 유연성에도 불구하고 

일반적으로 호스트 프로세서 대비 연산 성능이 낮고 

패킷이 SmartNIC 을 경유하면서 추가적인 복잡성이 

발생해 성능의 이점이 상쇄될 수 있다는 한계가 있다. 

따라서 SmartNIC 의 구조적 특성을 정확히 이해하고 

병목 지점을 분석하는 것이 중요하다. 

최근 SmartNIC 을 사용하여 호스트의 네트워크 및 I/O 

스택을 오프로드하는 연구가 활발히 진행되고 있다. IO-

TCP [1]는 NVMe-oF 를 사용하여 호스트의 I/O 연산을 

SmartNIC 으로 오프로드하여 적은 호스트 코어만으로 

콘텐츠 서버 성능을 향상시켰다. OS2G [2]는 GPU 와 

SmartNIC 사이의 DMA 를 통해 데이터 경로를 

최적화하였다. 이러한 오프로드 기술의 핵심이 되는 

DMA, NVMe-oF, 패킷 전송은 모두 메모리와 PCIe 

bus 를 집중적으로 사용하는 연산이므로 동시에 실행될 

경우 성능 병목이 생기기 쉽다. 하지만 기존 연구들은 

주로 BlueField-2 와 같은 이전 세대 SmartNIC 을 

사용하거나 400 Gbps 에 달하는 최대 대역폭을 완전히 

활용하는 환경에서 테스트되지 못했기 때문에 앞으로의 

연구에서 발생할 수 있는 성능 병목을 예측하기 어렵다. 

따라서 본 논문은 최신 BlueField-3 의 대역폭을 최대로 

사용하는 고부하 상태에서 성능 병목을 분석하여 

오프로드 시스템을 설계하고 최적화하는데 중요한 

자료를 제공하고자 한다. 

2) 기존 SmartNIC 성능 분석 연구 

많은 선행 연구에서 다양한 SmartNIC 아키텍처와 

워크로드의 성능을 분석해왔다. [3]은 BlueField-2 의 

하드웨어 구조를 분석하여 SmartNIC 의 통신 병목 

현상을 분석했고, [4]는 NVMe-oF Target offloading 을 

수행할 때 입출력 성능을 검증했으며, [5]는 BlueField-

2,3 를 비교하여 연산 및 오프로딩 기능을 분석하였다.  

그러나 이러한 연구들은 대부분 단일 기능 실행에 

한정되어 있으며, 다양한 워크로드가 동시에 실행될 때 

발생하는 간섭으로 인한 성능 하락의 원인을 알기 

어렵다. 특히 Memory 또는 PCIe 대역폭 제한, CPU 

core 스케줄링 등의 문제로 이론적 최대 성능보다 낮은 

결과가 도출될 수 있으며 이를 체계적으로 측정하는 

연구가 필요하다. 

3) 실험 방법 및 환경 

실험 환경은 두 개의 서버로 구성된다. 각 서버는 

Intel Xeon w5-3433 CPU 와 256 GB DDR5 메모리를 

탑재하고 Ubuntu 20.04.6 을 실행한다. SmartNIC 은 

BlueField-3 400 Gbps 이며 16 개의 코어로 구성된 Arm 

Cortex-A78 와 32 GB DDR5 메모리를 장착하고 있다. 

DMA 는 DOCA DMA 라이브러리를 사용하여 호스트 

메모리의 데이터를 SmartNIC 메모리로 읽는 처리량을 

측정하였고, NVMe-oF 는 fio 를 사용하여 호스트에 

장착된 9 개의 Seagate FireCuda-530 SSD 를 대상으로 

무작위 읽기 워크로드를 실행하였다. 패킷 전송은 DPDK 

Pktgen 을 사용하여 외부 서버로 패킷을 전송하는 

상황을 가정하였다. 

4) 실험 결과 및 분석 



 

그림 1. 단독 사용시 최대 성능 

 

그림 1 은 DMA, NVMe-oF, DPDK 패킷 전송이 각각 

단독으로 실행될 때의 최대 성능을 보인다. DPDK 를 

제외한 두 연산은 SmartNIC 코어 개수에 따라 성능도 

증가함을 볼 수 있으며 각 연산의 성능을 제한하는 주요 

병목 지점은 DMA 와 NVMe-oF 의 경우 PCIe 대역폭, 

패킷 전송은 NIC line bandwidth 로 확인된다. 

 

  
그림 2, 3. DMA 및 DPDK 패킷 전송 동시 사용 성능 

 

그림 2, 3 은 DMA, Pktgen 을 동시에 실행한 결과이다. 

그림 2 에서는 DPDK 코어 4 개를 사용하여 rate 를 

고정한 상태에서 DMA 코어만 변화시킨 성능이고 그림 

3 은 실제 오프로드 환경에서 DMA 연산에 따라 패킷을 

전송하는 상황을 가정하여 DMA 성능과 동일하게 DPDK 

tx rate 를 조절한 성능이다. 두 연산의 처리량을 합한 

최대 성능은 약 696 Gbps 로 측정되었다. 이는 두 

연산이 SmartNIC 메모리 대역폭을 공유한다는 점에서 

메모리 대역폭 병목으로 예상된다. 측정된 성능은 

BlueField-3 의 이론적 최대 메모리 대역폭인 720 

Gbps 에 근접하며 코어가 16 개일 때는 두 연산의 

경합으로 최대 성능에 도달하지 못했다. 

 

  
그림 4, 5. NVMe-oF, DPDK 패킷 전송 동시 사용 성능 

 

그림 4, 5 는 NVMe-oF 와 Pktgen 을 동시에 실행한 

결과이다. 그림 2, 3 과 마찬가지로 그림 4 에서는 DPDK 

코어 4 개와 rate 를 고정하였고 그림 5 에서는 NVMe-

oF 처리량만큼 패킷을 전송하도록 tx rate 를 조절하였다. 

두 연산 모두 NIC 과 PCIe switch 사이의 PCIe 를 통해 

외부로 나가는 데이터가 발생하기 때문에 PCIe 

bandwidth 에 제한이 생긴다. 이 경우, 두 연산의 

데이터가 경유하는 PCIe Gen 5.0 최대 대역폭인 512 

Gbps 를 성능 상한으로 예상했지만 실제 측정값은 400 

Gbps 에 근접하였다. 이는 PCIe 버스상의 데이터 

경합뿐만 아니라 프로토콜 처리 오버헤드 등 복합적인 

요인이 성능 저하의 원인으로 작용하고 있음을 보인다. 

 

Ⅲ. 결론  

본 논문에서는 BlueField-3 의 DMA, NVMe-oF, 

DPDK 패킷 전송 성능을 단일 및 복합 실행 환경에서 

측정하고, 연산별 병목 요인을 규명하였다. DMA 는 PCIe 

대역폭, NVMe-oF 는 CPU 활용도, 패킷 전송은 NIC 

라인 대역폭이 주요 병목 지점으로 작용함을 확인하였다. 

복합 실행시에는 이러한 병목 요인이 중첩되면서 메모리 

및 PCIe 대역폭에서 추가적인 자원 경쟁이 발생하여 

이론적 최대 성능에 미치지 못하는 결과가 나타났다. 

결론적으로, SmartNIC 을 활용한 오프로드 시스템에서 

단일 연산의 성능 평가만으로는 실제 성능 특성을 

충분히 설명할 수 없음을 보여준다. 따라서 향후 

연구에서는 연산별 자원 소모 특성을 기반으로 한 

효율적인 자원 관리 및 스케줄링 기법을 모색하여 

SmartNIC 의 성능을 극대화하는 방향이 필요하다. 
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